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• Artificial Intelligence and ML
• Traditional Programming and ML
• ML Online Courses
• Main algorithms 

• Regression
• Gradient Descent
• Underfitting, Overfitting
• Regularization
• Decision tree
• Support vector machine
• PCA, K-mean
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Machine Learning: multi-disciplinary field
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Traditional Programming and ML
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Regression
Decision trees
Support Vector Machine
Neural Networks
Ensembles

Supervised Learning
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Classification
Logistic Regression
Discriminant Analysis
Decision Trees
Support Vector Machine
Neural Networks
Ensembles

Supervised Learning
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Unsupervised Learning
Clustering
Dimensionality reduction

9



https://www.coursera.org/ (Andrew Ng)

• Introduction

• Linear Regression with One Variable 

• Gradient Descent (GD)

• Multivariate Linear Regression (Multiple features; GD for Multiple features; Normal Equations )

• Logistic regression (Hypothesis Representation; Cost Function; GD; Advanced optimization; Multiclass   Classification )

• Neural Networks (Non-linear Hypotheses; Neurons and the Brain; Forward and Backward Propagation)

• Advice for Applying Machine learning (Train-Test Sets; Regularization; Diagnosing Bias vs Variance; Learning Curves)

• Support Vector Machines (Optimization Objective; Large Margin Intuition; Kernels)

• Unsupervised learning (K-mean Algorithm)

• Principal Component Analysis

• Anomaly Detection 

• Large Scale Machine Learning (Learning with Large Datasets; Stochastic GD; Mini-Batch GD; Map Reduce; Data Parallelism)
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KTU 

• Introduction

• Linear and Logistic Regression 

• Bias and variance tradeoff

• Linear and quadratic discriminant analysis

• Decision Trees

• Support Vector Methods

• Artificial Neural Networks

• Ensemble models

• Unsupervised learning 

• Principal Component Analysis
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https://www.udemy.com

• Python for Data Science and Machine Learning Bootcamp

(Learn how to use NumPy, Pandas, Seaborn , Matplotlib , Plotly , Scikit-Learn , Machine Learning, 
Tensorflow , and more!)

• Machine Learning A-Z™: Hands-On Python & R In Data Science

Learn to create Machine Learning Algorithms in Python and R from two Data Science experts. Code 
templates included.

• Machine Learning Data Science and Deep Learning with Python

Complete hands-on machine learning tutorial with data science, Tensorflow, artificial intelligence, and 
neural networks
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Regression
Gradient Descent
Train - test – validate
Cross - validation
Underfitting
Overfitting
Regularization

Decision Tree
Support vector machines

Supervised Learning
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Regression

Hypothesis: 𝒉𝜽 𝒙 = 𝜽𝟎 + 𝜽𝟏𝒙𝟏+ 𝜽𝟐𝒙𝟐 +⋯+ 𝜽𝐧𝒙𝐧
n – number of features;

𝑥(') − input features of i)* training example;

𝑥+
' - value of feature j in i)* training example;

Cost function: 𝐽 𝜃 = ,
-.
∑'/,. ℎ0 𝑥 ' − 𝑦 ' -

Gradient Descent:

𝛼 − learning rate

Repeat   {

𝜃1 := 𝜃1 − 𝛼
2
20!

𝐽(𝜃)

}
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Logistic Regression
Classification 𝑦 ∈ {0, 1}
• Email: Spam / Not Spam?

• Online Transaction: Fraudulent (Yes / No)

• Tumor: Malignant/Benign
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Overfitting
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The training set is the set of data we analyse (train on) to design the rules in the model.

The validation set is a set of data that we did not use when training our model that we use to assess how well these 
rules perform on new data. It is also a set we use to tune parameters and input features for our model so that it gives 
us what we think is the best performance possible for new data.

The test set is a set of data we did not use to train our model or use in the validation set to inform our choice of 
parameters/input features. We will use it as a final test once we have decided on our final model, to get the best 
possible estimate of how successful our model will be when used on entirely new data.
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K-Fold Cross Validation
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Ridge and Lasso  Regression
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Lasso regression can lead to zero coefficients i.e. some of the features are completely neglected for the 
evaluation of output. So Lasso regression not only helps in reducing over-fitting but it can help us in 
feature selection.

Ridge regression shrinks the coefficients and it helps to reduce the model complexity and multi-collinearity.



Decision Tree
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Decision Tree
Heuristic construction rules were invented to construct decision tree
One of them: Select the split with the lowest entropy (or Gini index) or highest information gain
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Would You Survive the Titanic?

max depth = 3

Resubstitution error: R 𝑇 = ,345464-6478 4(89474-)
69,

=,3-
69,

= 0.18
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Support Vector Machine
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𝑀 = 𝑑! + 𝑑-
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Support Vector Classifiers

There are two classes of observations, shown in blue and in purple. In this case, the two classes are not separable 
by a hyperplane, and so the maximal margin classifier cannot be used. 
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Classification with Non-linear Decision Boundaries
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Classification with Non-linear Decision Boundaries 
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Unsupervised Learning
Clustering

Dimensionality reduction (PCA)
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K-Means Clustering 
We have  a set of features 𝑋!, 𝑋", . . . , 𝑋# measured on n observations. 
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Principal Component Analysis
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