
Abstracts of MMA2014, May 26 - 29, 2014, Druskininkai, Lithuania

c© VGTU, 2014

B−1-CONVEX FUNCTIONS AND SOME IMPORTANT
PROPERTIES

GABIL ADILOV1 and ILKNUR YESILCE2

1Department of Mathematics, Faculty of Education, Akdeniz University

07058 Antalya, Turkey

E-mail: gabiladilov@gmail.com
2Department of Mathematics, Faculty of Science and Letters, Mersin University

33343 Mersin, Turkey

E-mail: ilknuryesilce@gmail.com

A subset U of Rn++ is B−1-convex if for all x, y ∈ U and all λ ∈ [1,∞) one has

λx ∧ y = (min {λx1, y1} ,min {λx2, y2} , ...,min {λxn, yn}) ∈ U.

This definition is given in [1]. There are many works related to B−1-convex sets [1],[2]. Furthermore,
this kind of sets have applications in economics [3].

For U ⊂ Rn, a function f : U → R
⋃
{±∞} is called B−1-convex function if epif = {(x, µ) : x ∈

U, µ ∈ R, f (x) ≤ µ} is B−1-convex set.
A necessary and sufficent condition for B−1-convex functions is given as follows:

Theorem 1. Let U ⊂ Rn++ and f : U → R++. The function f is B−1-convex if and only if the set
U is B−1-convex and one has inequality:

f (λx ∧ y) ≤ λf (x) ∧ f (y)

for all x, y ∈ U and all λ ∈ [1,∞).

In this work, important properties concerned with this concept are proved.
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Boundary value problems for second order parabolic equations are basic problems in applied
mathematical modeling. We consider problems for second order parabolic equations with a non-
selfadjoint operator, which is a weighted sum of selfadjoint elliptic operators. For example, such
problems are typical in calculation of pressure for modeling of multiphase fluid filtration [1; 2], when
the compressibility of the each phase has a major influence.

We consider the problem of constructing unconditionally stable schemes. The study is based on
the record of an original equation in the form of convection-diffusion equation. When compressible
medium is considered, the convective operator of the problem is non skew-symmetric form and the
norm of the exact solution can increase with time. We construct unconditionally ρ-stable two level
schemes by considering non-selfadjointness of problem operator. Capabilities of using the explicit-
implicit time approximations [3] and approximations based on the introduction of a new unknown
variable [4] are noted. Stability conditions are formulated on the basis of the general theory of
stability (correctness) for operator-difference schemes, which was developed by A.Samarskii [5].

For decreasing computational costs, we propose the splitting schemes (splitting by individual
phases). The transition to a new time level is associated with solution of a number of simpler
problems with selfadjoint operators.
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The talk will be devoted to numerical solution of boundary value problems for second order
singularly perturbed delay differential equations of the form

εy′′(x) = f(x, y(x), y′(x), y(α(x))), a ≤ x ≤ b, (1)

y(x) = φ(x) for x ≤ a, y(b) = ψ. (2)

where the functions f , φ and α,

f : D → R, D = {(t, z1, z2, z3) : a ≤ t ≤ b,−∞ ≤ zi ≤ +∞},
φ : [γ, a]→ R, α : [a, b]→ (−∞, b], γ = min

a≤x≤b
α(x)

are continuous and 0 < ε� 1. Problem (1)− (2) is reduced to a linear boundary value problem for
the system of two equations of the form

E d~y(x)

dx
= g(x, ~y(x), ~y(α(x))), a ≤ x ≤ b, (3)

P1~y(x) + P2(b− a+ x)~y(b− a+ x) = Φ(x), x ∈ [a− τ, a], (4)

with suitably chosen 2 × 2 matrices P1, P2 and the diagonal matrix E = diag {1, ε}. For solving
problem (3)− (4) we construct a numerical method based on Theorem 2.1 in [1].

Problem (3)− (4) is reduced to a fixed-point with the help of an auxiliary linear problem

~y′(x) = B~y(x) + ~v(x), x ∈ [a, b], (5)

P1~y(a) + P2(b)~y(b) = Φ(a), (6)

and the fixed-point ~v is approximated by a cubic spline.
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In many approximation problems it is important that solutions preserve some shape properties
such as positivity, monotonicity and/or convexity. The additional shape preserving conditions are
usually considered as the positivity/negativity constraints on the derivative (or the derivatives) of
approximants. Taking into account that such conditions can be described by using convex sets, we
start with the generalized problem on smoothing splines in a convex set

‖Tx‖2 + ‖R(Ax− v)‖2 −→ min
Bx∈C

, (1)

where T : X → Y , A : X → IRn and B : X → Z are linear continuous operators in Hilbert spaces
X, Y and Z, C ⊂ Z is a convex closed set, v ∈ IRn and R = diag(

√
ρi)i=1,...,n is the diagonal matrix

with nonnegative parameters ρi, i = 1, . . . , n.

We consider the discretization of (1) by taking appropriate operators Bm : X → IRm and convex
closed sets Cm ⊂ IRm instead of B and C respectively

‖Tx‖2 + ‖R(Ax− v)‖2 −→ min
Bmx∈Cm

. (2)

We investigate (2) as the general case and illustrate our approach by some specific shape preserving
approximation problems in Sobolev space. Convergence results are considered. Numerical and
graphical examples are developed on the basis of our previous works [1; 2].
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We consider Hamiltonian systems of various types [2; 3]. The analysis is provided showing how
Hamiltonian systems can be perturbed in order to have limit cycles in period annuli of original
systems. In particular the Hamiltonian systems{

x′ = y,

y′ = −x3(x2 − 1),
(1)

and {
x′ = −y(y2 − p1)(y2 − p2)(y2 − p3), p1 < p2 < p3

y′ = x(x2 − q1)(x2 − q2)(x2 − q3), q1 < q2 < q3

(2)

are considered.
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Raiņa bulvāris 29, R̄ıga LV-1459, Latvia

E-mail: marutaavotina@inbox.lv, ibula@lanet.lv

Networks of two neurons have been used as prototypes for understanding the dynamics of large
scale networks and many studies have been devoted to the qualitative analysis of such networks.

We consider a two difference equation system of the form:

{
xn+1 = βxn − g(yn),

yn+1 = βyn − g(xn),
n = 0, 1, 2, ... with g(u) =


a, u ≥ α,
0, −α < u < α,

−a, u ≤ −α,
(1)

where β ∈]0, 1[ is a constant and a > 0, α > 0.
System (1) can be viewed as a discrete version of the two-neuron network model:{

dx

dt
= −Ax+Bg(y[t]),

dy

dt
= −Ax+Bg(x[t]), n = 0, 1, 2, ...

where [·] denotes the greatest integer function, α > 0 represents the internal decay rate, parameter
β > 0 measures the synaptic strength, x(t) and y(t) denote the activation of the corresponding
neurons and g is a signal function. Interest of such two-neuron model comes from [3]. Two-neuron
model (1) with different signal function was investigated in [2; 4]. In [1] we studied an one-neuron
model with similar signal function as (1). In this talk we present the dynamics of system (1). As
well as some interesting results that have been obtained for the limiting behavior of solutions and
the existence of periodic solutions of this system.
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We present fully online/offline-efficient reduced basis methods for problems in nonlinear solid
mechanics, particularly for obstacle problems. Obstacle and especially contact problems, which can
be formulated as variational inequalities, are difficult to treat due to two concerns: (i) the region of
contact is unknown in advance. Hence, these problems are solved on convex subsets instead of the
whole space. (ii) in the case the problem can formulated with Lagrange multipliers their regularity
is usually weak, see [1].

The development of efficient tools for solving variational inequalities have been introduced recently
in [2]. The main drawback is that this method is not fully online/offline-efficient, since the online
error estimation for the reduced solution depends on the high dimension of the FE-problem.

In this talk, we present alternative, fully online/offline-efficient approaches, which transform the
inherent nonlinearity of obstacle problems, such that a treatment by the Empirical Interpolation
Method (EIM) is possible. We are able to incorporate, by a penalty approach, the inequality
constraint of the obstacle problem to get a nonlinear variational equality. This allows us (i) to
compute proper reduced solution and (ii) to evaluate online/offline-efficiently an a posteriori error
estimator for the reduced solution. Altogether, we are able to achieve relevantly high speed-ups for
the reduced problem.
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[1] R. Glowinski. Numerical Methods for Nonlinear Variational Problems. Springer, 1984.
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Let s = σ + it be a complex variable, and χ Dirichlet character modulo q, q > 1. The modified
Mellin transform of Dirichlet L- function is defined by the integral

Z1(s, χ) =

∫ ∞
1

∣∣∣∣L(1

2
+ ix, χ

) ∣∣∣∣2x−sdx, σ > 1.

We consider meromorphic contiuanation of Z1(s, χ) to the whole complex plane seperatlly for prin-
cipal character χ0 and primitive character χ modulo q. Let

a(q) =
∑
p|q

log p

p− 1
,

and ϕ(q) denote the Euler totient function. Moreover let G(χ) denote the Gauss sum, Bk stand for
the k th Bernoulli number, γ be the Euler constant. and

b =

{
0 if χ(−1) = 1,

1 if χ(−1) = −1.

Theorem 1. The function Z1(s, χ) has a meromorphic continuation to the whole complex plane. It
has a double pole at the point s = 1, and its Laurent expansions at this point are

Z1(s, χ0) =
ϕ(q)

q

(
1

(s− 1)2
+

2γ + 2a(q)− log 2π

s− 1

)
+ ...,

Z1(s, χ) =
ib
√
q

q∑
a=1

χ(a)(q, a− 1)

(
1

(s− 1)2
+

2γ − log q
(q,a−1)2 − log 2π

s− 1

)
+ ...,

corresponding for the principal and primitive Dirichlet characters mod q.
Other singularities are the simple poles at the points s = −(2k − 1), k ∈ N, and

Res
s=−(2k−1)

Z1(s, χ0) =
ϕ(q)

q

i−2k(1− 2−(2k−1))

2k
B2k,

Res
s=−(2k−1)

Z1(s, χ) =
ib−2k

q

q∑
a=1

χ(a)(q, a− 1)
1− 2−(2k−1)

2k
B2k.
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Interpolation problem, as it was initially posed in terms of polynomials, is well researched. How-
ever, further mathematical developments extended it significantly. Trigonometric interpolation is
widely used in Fourier analysis, while its generalized representation as exponential interpolation
is applicable to such problem of mathematical physics as modelling of Ziegler–Biersack–Littmark
repulsive interatomic potentials. Formulated for finite fields, this problem arises in decoding Reed–
Solomon codes.

This paper shows the relation between different interpretations of the problem through the class
of matrices of special structure:

A = [aj+k]
n−1
j,k=0 .

Such supersymmetric matrices are called Hankel matrices. Corresponding determinants

Hk(x) =

∣∣∣∣∣∣∣∣∣∣
a0 a1 . . . ak
a1 a2 . . . ak+1

· · · · · ·
ak−1 ak . . . a2k−1

1 x . . . xk

∣∣∣∣∣∣∣∣∣∣
are Hankel polynomials. Their properties were denoted by F. Joachimsthal [1] and later substantially
researched by P. Henrici [2].

The introduced interpolation method is based on strong connection between consecutive Hankel
polynomials

c2kHk−2(x) + c2k−1Hk(x) + (ckhk−1,1 − ck−1hk1 − ckck−1x)Hk−1(x) ≡ 0.

This method is suitable for both infinite and finite fields and still allows efficient parallel algorithms.
Especially fast division-free implementation was constructed for polynomials over GF (2) as a mo-
dification of Berlekamp–Massey algorithm.

This research was supported by the St. Petersburg State University research grant 9.38.674.2013
and by the research grant of the company RAIDIX1.
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Biot described the coupling between the fluid pressure and stress fields using linear elastic theory
for a homogeneous porous medium, however fractured rock formations form important subsurface
flow systems with a high degree of local heterogeneity. Aquifer or reservoir systems which contain
both open fractures and interconnected pore spaces are often modelled as a double porosity medium.
The poroelastic behaviour of double-porosity rocks depends on both the flow and mechanical pa-
rameters of the fracture as well as the matrix. The constitutive equations can be formulated by
extending Biot’s concepts of poroelasticity to double-porosity rocks. The governing equations of the
double porosity consolidation problem take the form

−µ∆̃u− (λ+ µ)grad divu + β1grad p1 + β2grad p2 = g, (1)

α1
∂p1

∂t
+ β1

∂

∂t
(divu)− κ1

η
∆p1 − κ(p2 − p1) = 0, (2)

α2
∂p2

∂t
+ β2

∂

∂t
(divu)− κ2

η
∆p2 + κ(p2 − p1) = 0, (3)

where u is the displacement vector of the solid skeleton, p1 is the fluid pressure for pores and p2 is
the fluid pressure for fissures. The constants λ and µ are the Lamé coefficients, and the constants
β1 and β2 measure the change of porosities due to an applied volumetric strain. The constants α1

and α2 measure the compressibility of pores and fissures respectively. The constants k1 and k2 are
the permeability of the respective pores, the constant µ denotes the viscosity of the pore fluid, κ is
a constant measuring the exchange of fluid between pores and fissures and g is a force density.

For the numerical approximation of these equations we use finite difference schemes on staggered
grids. Energy stability estimates for the fully discrete equations are obtained and convergence results
are given. To illustrate the theoretical results some numerical experiments are presented.
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We consider the class of second derivative general linear methods (SGLMs) for ordinary differential
equations [2; 3]. These methods are an extension of general linear methods [4]. SGLMs use r
quantities (external stages) as imput and output. At each step s internal stages are calculated using
first and second derivative of the solution of ODE.

Second derivative diagonally implicit multistage integration methods (SDIMSIMs) form a sub-
class of SGLMs and they are characterized by the following properties.

1. Coefficients matrices A and A are lower triangular with the same parameters λ and µ on the
diagonal respectively.

2. Coefficients matrix V is a rank one matrix with nonzero eigenvalue equal to one to guarantee
preconsistency.

3. The order p, the stage order q, the number of external stages r, and the number of internal
stages s are all approximately equal.

In the talk we review the order conditions of SDIMSIMs and describe the construction of methods
of order p = 1, 2, 3 and 4 with desired stability properties [1].

REFERENCES
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Stencil computations play an important role in a number of different application domains including
time-intensive scientific simulations, image processing and others. Modern manycore architectures
with Graphics Processing Units (GPUs) and other accelerators provide potentially tremendous
computing power for challenging applications including stencil computations.

However, the current programming approaches for manycore architectures are low level, the most
popular examples being OpenCL [1] and CUDA [2]. These approaches require the programmer to
explicitly manage GPU’s memory (including memory (de)allocations and data transfers to/from the
system’s main memory) and explicitly specify parallelism in the computation. This leads to lengthy,
low-level, complicated and, thus, error-prone code. For multi-GPU systems, programming with
CUDA and OpenCL is even more complex, as both approaches require an explicit implementation
of data exchange between the GPUs, as well as disjoint management of each GPU, including low-level
pointer arithmetics and offset calculations. When implementing stencil computations, additional
challenges arise, like handling out-of-bound memory accesses and achieving high performance by
making efficient use of the fast but small local GPU memory.

In this paper, we present our SkelCL [3] approach to high-level, manycore programming, and we
describe how it simplifies stencil programming and achieves competitive performance on multi-GPU
systems. SkelCL extends the OpenCL standard by three high-level mechanisms:

1) computations are easily expressed using pre-implemented parallel patterns (a.k.a. skeletons);

2) memory management is simplified using container data types for vectors and matrices;

3) data movement in multi-GPU systems are handled automatically by SkelCL’s (re)distribution
mechanism.

For stencil computations, we extend SkelCL with two specialized skeletons: MapOverlap for simple
stencil computations, and Stencil for more complex, in particular iterative, stencil computations.
We evaluate our approach using two real-world stencil computations and we compare our approach
with related work.

REFERENCES
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Dept. of Mathematical modelling, Vilnius Gediminas Technical University

Sauletekio av. 11, 10223 Vilnius, Lithuania

E-mail: andrej.bugajev@vgtu.lt, natalija.tumanova@vgtu.lt, os@vgtu.lt

We model heat transfer in middle and high voltage cables and around them. It is needed to
answer many engineering questions, such as: maximal electric current for the cable, optimal ca-
ble parameters in certain circumstances, cable life expectancy calculation and other engineering
questions.

The goal of our research is to propose the efficient approach for heat transfer mathematical
modelling problem, when different configurations of electrical cables are investigated. The real
problem can be described by this two dimensional heat transfer mathematical model

cρ
∂T

∂t
= ∇ · (λ∇T ) + q, t ∈ [0, tmax], x ∈ Ω,

T (x, 0) = Tb, when x ∈ Ω,

T (x, t) = Tb, when x ∈ ∂Ω,

[T ] = [λ∇T ] = 0 when x ∈ S

(1)

where x = (x1, x2), t is time, T (x, t) is temperature, ∇ · is a divergence operator, ∇T is a gradient
of T , λ(x) > 0 – thermal conductivity, q(x, t, T ) – source function. ∂Ω is a contour of Ω domain.
ρ(x) > 0 – the mass density, c(x) > 0 – specific heat capacity. Tb, tmax – constants. λ, ρ, c are
discontinuous and in neighboring domains can differ 1000 times, this makes the problem challenging.
S is the contour of discontinuities of coefficients.

We apply Finite Volume Method (FVM) to problem (1). We use an open source software Open-
FOAM which is oriented to FVM. The whole modelling domain consists of separate subdomains
with different materials (soil, metal, isolation). To perform a correct discretization by finite vol-
umes, we must adapt these volumes to the contours of subdomains. It gives a quite challenging
a problem of so-called non-orthogonality errors. Different strategies exist to solve this issue. To
perform tests for non-orthogonality and discontinuities of coefficients instead of problem (1) we solve
stationary problem with one cable. First, we use a standard iterative method of non-orthogonality
compensations, that is built-in inside OpenFOAM, and show that this approach is not optimal,
since it affects the rate of FVM convergence negatively. Then we construct a triangulation that
consists of acute triangles, that is achieved using software aCute, and we show that it eliminates the
non-orthogonality issue. OpenFOAM doesn’t support this technique, so we modify it and compile
OpenFOAM version that fits our needs.

Subdomains are small comparing to the whole domain, so to perform a correct triangulation we
propose to use an adaptive mesh with smaller triangles in particular subdomains. Also we discuss
a strategy for selection adaptive time steps.

13



Abstracts of MMA2014, May 26 - 29, 2014, Druskininkai, Lithuania

c© VGTU, 2014
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J.CEPITIS

Institute of Mathematics and Informatics, University of Latvia
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Mathematical modelling of fixed bed reactors using immobilized enzymes is important for a wide
range of applications. The reaction rate Rp involved in the governing equations often has a non-
Michaelis-Menten form which implies non uniqueness of boundary value problems (for example, see
[1]). In general the function Rp is expressed like a rational function as a ratio of two polynomials
[2]. The non uniqueness of solutions for such type boundary value problems will be considered.

REFERENCES

[1] J. Cepitis. Fifth Nordic-Baltic Agrometrics Conference Otepaa, Estonia, June 15–17,2005. In: Mathematical Mo-
delling of Biochemical Reactions for Certain Agriculture Production Processing, U.Olsson and J.Sikk [Eds.],
Swedish University of Agriculture Sciences, Uppsala, 2006, 35 – 40.
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Presently applicable standards for the design and installation of electrical power cables are often
based on the analytical and heuristic formulas. Obviously, these formulas cannot accurately account
for the various conditions under which the cables are installed and used. They estimate the cable’s
current-carrying capacity (ampacity) with significant margins to stay on the safe side. A more
accurate mathematical modelling is needed to meet the latest technical and economical requirements
and to elaborate improved (cost effective) design rules and standards.

When we need to deal with 3D transient mathematical models for the heat transfer in various
media (metals, insulators, soil, water, air), only parallel computing technologies can allow us to
get results in an adequate time. To solve numerically selected models, we develop our numerical
solvers using the OpenFOAM package [1]. OpenFOAM is a free, open source CFD software package,
which allows us to implement our own models, numerical schemes and algorithms, and to customize
and extend existing OpenFOAM functionality to our needs. This package is well suited for solv-
ing systems of multiphysic models consisting of heat conduction, Euler, Navier-Sokes and porous
media flow problems, which are important for our project. The important consequence of such an
approach is that our numerical solvers can automatically exploit the parallel computing capabilities
already available in the OpenFOAM package. Again we can adapt, extend and optimize the existing
OpenFOAM algorithms and techniques for our needs.

First, we discuss the parallelization approach used in the OpenFOAM package. Next, we present
and analyze the results on the efficiency and salability of the propsoed numerical solvers on various
platforms: multicore CPUs, PC cluster, Linux and Windows operating systems.

REFERENCES

[1] OpenFOAM. http://www.openfoam.org

[2] General-Purpose computation on Graphics Processing Units. http://gpgpu.org
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Raiņa bulvāris 29, R̄ıga LV-1459, Latvia

E-mail: marija.dobkevica@inbox.lv, felix@latnet.lv

We consider the Dirichlet problem

x′′ = f(t, x, x′), (1)

x(a) = A, x(b) = B

provided that all solutions are extendable to [a, b]. We define the type of a solution of BVP (1) as
the number of zeros of y(t) in (a, b), where y(t) is a solution of the respective equation of variations

y′′ = fx(t, x(t), x′(t))y + fx′(t, x(t), x′(t))y′ (2)

y(a) = 0, y′(a) = 1.

Theorem 1. Suppose that solutions of (1) are extendable to the interval [a, b]. If there exist a
solution x1 of problem (1) of m-type and a solution x2 of n-type (|m− n| ≥ 2), then there exist at
least |m− n| − 1 more solutions of BVP (1).

REFERENCES

[1] M. Dobkevich and F. Sadyrbaev, Types of solutions and approximation of solutions of second order nonlinear
boundary value problems. Proceedings of ICNAAM. Amer. Inst. Phys. Publ., 1168 (1), 260–263 (2009).

[2] M. Dobkevich. On Construction of Converging Sequences to Solutions of Boundary Value Problems. Mathematical
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University of Latvia, 11, 83–89 (2011).
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Approximations of fractional derivative operators by using spectral type methods are taken into
account. A collocation procedure is studied for the Riemann-Liouville and the Caputo operators,
when the approximation basis is connected to the set of Jacobi polynomials (see, e.g., [3], [4], [5],
[6]). The technique is applied to second-order boundary-value problems also containing lower-order
fractional derivatives. As suggested in [1] and [2] for other kind of problems, a way to achieve a
better accuracy is to suitably choose the displacement of the collocation nodes in order to enlarge
the dimension of the approximation space (superconsistency). This new grid may not be coincident
with the one used to represent the solution. The results of some numerical experiments are discussed
with the aim of showing how a wise set up of the grids can improve performances. This turns out
to be particularly true when the second-order differential operator is dominated by the fractional
one.
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equation, Numer. Meth. PDEs, 30-2 (2014), 514-535.

[5] M. Zayernouri, G.E. Karniadakis, Fractional Sturm-Liouville eigen-problems: theory and numerical approxima-
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Suppose that E is an elliptic curve over the field of rational numbers with the discriminant ∆ 6= 0.
The L-function LE(s), s = σ + it, of the curve E is defined, for σ > 3

2 , by

LE(s) =
∏
p|∆

(
1− λ(p)

ps

)−1∏
p-∆

(
1− λ(p)

ps
+

1

p2s−1

)−1

,

where λ(p) is defined by |E(Fp)| = p+1−λ(p), and |E(Fp)| is the number of points of the reduction
of the curve E modulo p (p is prime). Moreover, by the modularity conjecture proved in [1], LE(s)
is an entire function.

Let NE be the conductor of E, q be a prime number, (NE , q) = 1, and let χ be a Dirichlet
character modulo q. The twists LE(s, χ) of the function LE(s) is defined, for σ > 3

2 , by

LE(s, χ) =
∏
p|∆

(
1− λ(p)χ(p)

ps

)−1∏
p-∆

(
1− λ(p)χ(p)

ps
+
χ2(p)

p2s−1

)−1

.

It turns out, that the function LE(s, χ) also has analytic continuation to an entire function. There-
fore, we may consider the function LE(s, χ) for σ > 1. Suppose that |ω(p)| = 1 for all primes p.
Then, for σ > 1,

LE(σ, χ, ω) =
∏
p|∆

(
1− λ(p)χ(p)ω(p)

pσ

)−1∏
p-∆

(
1− λ(p)χ(p)ω(p)

pσ
+
χ2(p)ω2(p)

p2s−1

)−1

,

is a complex-valued random element on a certain probability space, and its distribution is the
asymptotic limit measure of the function LE(σ+it, χ). Also, the asymptotic distribution for LE(s, χ)
as q →∞ can be considered, and, for example, the main result of [2] remains valid for σ > 1.
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The classical quasi-static Biot model for soil consolidation describes the time dependent inter-
action between the deformation of an elastic porous material and the fluid flow inside of it. This
model can be formulated as a system of partial differential equations for the displacement of the
solid and the pressure of the fluid.

On the one hand, due to a lack of compatibility between the boundary and initial conditions, a
transient boundary layer appears in the pressure field. In such case standard approximation schemes
produce non-physical oscillations in the numerical solution. Different stabilization strategies have
been proposed to overcome this: from the use of staggered grids to stabilizations by adding a
residual term to the weak form of the problem. We present and overview of some of the stabilization
techniques that can be used when finite difference schemes are considered. We will show that these
stabilized schemes result in numerical solutions without spurious oscillations, independently of the
discretization parameters.

On the other hand, an important aspect in the numerical simulation of the problem is the efficient
solution of the system of algebraic equations appearing after discretization. The resulting system is
of saddle point type and we address its efficient solution by a geometric multigrid method. Differ-
ent strategies can be used to design efficient multigrid algorithms for the poroelasticity equations,
depending on the choice of the problem discretization.

Finally, some numerical experiments demonstrate the suitability of both the stabilized schemes
and the multigrid solvers for this problem.
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The paper presents generalization of the discrete flow model [1] based on description of car chains
motion with a combination of ODEs and functional servo-links expressing a so-called ”safe distance
law” (SDL) that connects positions and velocities of subsequent vehicles.

A transportation system (TS) is a changing in time set of elements — moving or parked cars
forming queues, commutators and regulators. Current state of the i-th TS element is described
with a vector of state variables xi and regime ri, the latter changing only in moments Ti(ki) of
reaching swithching manifolds when xi may shift as well. Components of all xi, ki and ri are united
in vectors x, k and r. Dynamics between switches is subject to ODEs depending on control ui

dxi(t, ki)/dt = fi(ri(ki), x(t, k), ui(t, ki)), i ∈ I(r(k)), (1)

and restrictions must be satisfied

gj(ri(ki), x(t, k), ui(t, ki)) ≤ 0, j ∈ Ki(ri(ki)), (2)

gj(ri(ki), x(t, k)) < 0, j ∈ Ji(ri(ki)). (3)

The value ki changes to ki + 1 at the earliest t > Ti(ki − 1) for which for some j ∈ Ji(ri(ki))

gj(ri(ki), x(t, k)) = 0, (4)

Then

ri(ki + 1) = Rj(ri(ki)), xi(T (ki), ki + 1) = Xj(ki, xi(T (ki), ki)). (5)

There are dependences Ui(r, x) so that setting ui(t, ki) = Ui(r(k), x(t, k)) in (1) while (3) is valid
restrictions 2) would be satisfied.

Regarding (1)–(5) for flows on two intersecting single-lane roads with speed restriction by vmax,
we use for car dynamics dsi(t, ki)/dt = ui(t, ki), dvi(t, ki)/dt = ui(t, ki), −bmax i ≤ ui(t, k) ≤ amax i

and SDL as si ≥ si+1 + Ssafe(vi, vi+1). There are four regimes for cars, r = 1 with Ui(1) = amax i,
r = 2 with Ui(2) = −bmax i, r = 3 — maintaining the maximum speed and r=4 — maintaining the
safe distance, Ui(4, ri, si, si−1, . . . vi, vi−1, . . .) being determined recursively for a chain of cars in the
same regime. Crossroad has no state variables and 3 regimes (free, occupied with a car going on
the 1st and the 2nd road). Manifolds of switches are determined with equations vi = vmax, vi=0,
and some other expressing reaching the border of free or occupied crossroad and road ends.

REFERENCES
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The Nehari theory deals in particular with superlinear differential equations of the form

x′′ = −q(t)|x|2εx, ε > 0. (1)

The Nehari numbers λn(a, b) are minimal values of the functional

H(x) =
ε

1 + ε

∫ b

a

x′2(t)dt

over the set of all C2([a, b],R) solutions of the boundary value problem (1),

x(a) = 0 = x(b), x(t) has exactly n− 1 zeroes in (a, b). (2)

The BVP (1), (2) may have multiple solutions but not all of them are minimizers. Z. Nehari [1]
posed the question is it true that there is only one minimizer associated with λn(a, b). In [2] it was
shown implicitly that there may be multiple minimizers associated with the number λ1(a, b). In the
work [3] the example was constructed showing three solutions of the BVP (1), (2): two of solutions
are non-even and one is an even function, besides two non-even solutions are minimizers.

Recently this problem was studied theoretically also by R. Kajikiya [4; 5]. In this talk we analyze
Nehari numbers λn(a, b) (n > 1).
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Different physical processes such as fluid flow in fissured medium, heat conduction in composite
medium, radioactive gas diffusion, etc. leads to pseudo-parabolic partial differential equations [1].

The typical pseudo-parabolic equation is

∂u(x, t)

∂t
=
∂2u(x, t)

∂x2
+ η

∂3u(x, t)

∂x2∂t
, η > 0. (1)

Different kinds of solving techniques for the pseudo-parabolic equations have been developed
during last years.

The main task of this article is to suggest the approach for pseudo-parabolic partial differential
equation solution using the combined finite element and finite difference method. Numerical results
received using combined finite element and finite difference method were compared with other
numerical solutions and exact solution. It is shown that the suggested combined finite element and
finite difference method has certain advantages comparing with other numerical methods.
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Financial time series P (t) consist of three different components: a regular part R(t) is deter-
mined by superposition of different scale periodic processes (e.g. economic cycles or seasonal price
oscillations), chaotic part H(t) is determined by chaotic properties of economy as dynamic system,
stochastic part S(t) is determined by random factors.

P (t) = αR(t) + βH(t) + γS(t), α+ β + γ = 1

From forecasting point of view components R(t), H(t), S(t) have completely different properties.
Regular component R(t) is predictable best of all, but on highly competitive financial markets
contributions of regular oscillations are very small (0.5-3%). Stochastic component S(t) is completely
unpredictable in the case of repeated coin throws the previous history does not influence the result
of next throw and there is no sense to analyse it for forecasting. Chaotic component predictability
lies between R(t) and S(t) until certain time horizon H(t) is predictable, but after that bifurcation
makes forecasting impossible. In is easy to create the oscillation factor, which provides time series
as specifically prepared mixtures of regular, chaotic and stochastic components with given α, β
and γ, presented by superposition of several Van der Pol oscillators, Lorenz attractors and random
generators. The ability to forecast the behaviour of such time series depends on α, β and γ values:
the higher is weight of regular component, the better result of forecasting can be. Generated time
series can be used for Markovitz optimal portfolios and compared with results received on real
stock exchange data. The development of methods of forecasting of such kind of time series is very
important for practical applications in portfolio theory.
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Electrical wires and cables for power transportation are well documented and standardized. But
the design rules, which have to be applied for its application, are based more on practical experi-
ence than on precise measurements and calculations. In practice for existing cables higher current
capacities are required because it is generally more difficult to install new cables in the urbanized
areas. Therefore it is necessary the existing cables to operate in a more efficient way. The main
aim of this Eureka Project ”Mathematical modelling and optimization of electrical power cables for
an improvement of their design rules” is the development of an numerical approach involving finite
volume algorithm based on Crank-Nicholson approximation scheme for the loadability calculation
of power cables. Analytical approaches are based on IEC 60287 standard can only be applied in
homogeneous ambient conditions and on simple geometries. For example, formation of surrounding
environment of a cable with several materials having different thermal properties, heat sources in the
vicinity of the cable, non constant temperature limit values make the analytical solution difficult.
In this case, only numerical approaches can be used.

Another issue for the engineers is the calculation of overload capability of power cables. This
problem is not covered by the IEC 60287 standard. In order to maximise the utilisation of the exist-
ing cable network it can be beneficial to optimize the loadability of the cables and to take advantage
of their overload capacity. Commonly used design criteria usually operate with a considerable safety
margin, but do not allow overloading of the cables in order to allow for uncertainties in the load
flow calculations. When the network loading becomes better known, it will be relevant to consider
if the cables can be overloaded, how much and for how long. If the cables can be temporarily
overloaded without a significant reduction of their service life, some grid investment can be avoided
or postponed and hence money can be saved.

The term overload capacity is meant a current or power exceeding the ratings of the cable ac-
cording to the manufacture’s catalogue.

REFERENCES

[1] CIGRE Working Group B1.07. Statistics on underground cable in transmission networks, Final report of CIGRE
Working Group B1.07. , 2006.

[2] G. J. Anders . Rating of Elektric Power Cables, Ampacity computations for Transmission, Distribution and
Industrial Applications. IEEE Transactions on Power Delivery, 1997.

[3] IEC-Publ. 60287. Electric cables Calculation of the current rating (100% load factor). , 1994.

[4] IEC-Publ. 60853-2 . Calculation of the cyclic and emergency current rating of cables: Cyclic rating of cables
greater than 18/30 (36) kV and emergency ratings for cables of all voltages. , 1989.

[5] Liess, H.-D.; Ilgevicius, A.. Analytical versus numerical calculations of physical problems. The benefit of its
combination. Mathematical Modelling and Analysis, (8), 4, 291–302 2003.

24



Abstracts of MMA2014, May 26 - 29, 2014, Druskininkai, Lithuania

c© VGTU, 2014

ON THE EXPLICIT FINITE DIFFERENCE SCHEMES
FOR A PSEUDOPARABOLIC EQUATIONS WITH
INTEGRAL CONDITIONS
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We consider the third order linear one-dimensional pseudoparabolic equation with a nonlocal
conditions

∂u

∂t
=
∂2u

∂x2
+ η

∂

∂t∂x2
+ f(x, t), 0 < x < 1, t > 0, (1)

u(0, t) = γ1

∫ 1

0

u(x, t)dx+ µ1(t), (2)

u(1, t) = γ2

∫ 1

0

u(x, t)dx+ µ2(t), (3)

u(x, 0) = ϕ(x). (4)

where η > 0. An explicit conditionally consistent finite difference scheme is constructed and analyzed
for this problem.

Note that, in the case η 6= 0, the third order derivative utxx does not allow us to write an explicit
two-layer finite difference scheme for equation (1). So we use a three-layer explicit finite difference
scheme with a very special approximation of the derivative utxx [1].

The stability of the finite difference scheme is investigated by analyzing a nonlinear eigenvalue
problem. Also, we study the possibility to construct an explicit two-layer difference scheme for
the case η 6= 0. The key for justifying such an approach lies in the combination of some implicit
two-layer difference schemes with iterative processes.
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schemes for a pseudoparabolic equation with nonlocal conditions. Nonlin. Anal. Model. Control, 19 (2):225–240,
2014.

25



Abstracts of MMA2014, May 26 - 29, 2014, Druskininkai, Lithuania

c© VGTU, 2014

STRONG STABILITY PRESERVING GENERAL LINEAR
METHODS

ZDZIS lAW JACKIEWICZ

Arizona State University, School of Mathematical & Statistical Sciences

Tempe, Arizona 85287

E-mail: jackiewicz@asu.edu

We describe the construction of strong stability preserving (SSP) general linear methods (GLMs)
for ordinary differential equations. This construction is based on the monotonicity criterion for
SSP methods. This criterion can be formulated as a minimization problem, where the objective
function depends on the Courant-Friedrichs-Levy (CFL) coefficient of the method, and the nonlinear
constrains depend on the unknown remaining parameters of the methods. The solution to this
constrained minimization problem leads to new SSP GLMs of high order and stage order. This is a
joint work with Giuseppe Izzo from the University of Naples.
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We consider finite difference method for solving a linear two–dimensional parabolic equation with
integral boundary condition

∂u

∂t
=
∂2u

∂y2
+
∂2u

∂x2
+ f(x, y, t), x, y ∈ Ω, (1)

u(x, y, t) =

∫∫
Ω

K(x, y, ξ, η)u(ξ, η)dξdη + µ(x, y, t), x, y ∈ Γ, (2)

u(x, y, 0) = ϕ(x, y), x, y ∈ Ω, (3)

where

Ω = {0 6 x, y 6 1},
Γ = {x = 0, y ∈ [0, 1];x = 1, y ∈ [0, 1]; y = 0, x ∈ [0, 1]; y = 1, x ∈ [0, 1]}.

The specific feature of this differential problem is that in the nonlocal condition the values of solution
at contour points are associated with the integral of the solution in the whole domain Ω.

The method of alternating direction is applied for solving this differential problem. We obtain
solutions of two one–dimensional difference problems applying nonlocal boundary conditions and
then constructing two systems of linear algebraic equations. Numerical applications of these results
are also studied.
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NUMERICAL ANALYSIS OF SOME HEAT TRANSFER
MODELS IN HIGH/MEDIUM VOLTAGE CABLES AND
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We consider some heat transfer models in a cross-section of power cable and its surrounding area.
Cables can be directly buried or laid out in buried ducts.

Today mathematical modelling of heat transfer in high voltage cables is obligatory for any power
line design. It is necessary to calculate the temperature field of insulated cable in order to evaluate
energy losses, longevity of the line and other parameters. Therefore models reflecting essential physi-
cal processes and properties of region of interest must be used, e.g. nonlinearity and nonhomogeneity
must be taken into account.

We present some numerical results of steady state and transient simulation under various geo-
metrical and physical conditions [1; 2; 3; 4].
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Selbstverl, Germany, 2010.

28



Abstracts of MMA2014, May 26 - 29, 2014, Druskininkai, Lithuania

c© VGTU, 2014

UNIVERSALITY OF SOME FUNCTIONS RELATED TO
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In the report, we discuss the results which are a continuotion of the paper [2]. In [2], a joint univer-
sality theorem for a collection consisting of Dirichlet L-functions L(s, χ) and Hurwitz zeta-functions
ζ(s, α), 0 < α ≤ 1, s = σ + it, has been proved, and the universality of the composite function
F (L(s, χ1), . . . , L(s, χr1), ζ(s, α2), . . . , ζ(s, αr1)) for one class of operators F has been obtained. In
the report, we consider other classes of operators F . We give one example.

Let D = {s ∈ C : 1
2 < σ < 1}. Denote by H(D) the space of analytic functions on D endowed

with the topology of uniform convergence on compacta, and let

S = {g ∈ H(D) : g(s) 6= 0 or g(s) ≡ 0}.

For arbitrary distinct complex numbers a1, . . . , ar, define

Hr(D) = {g ∈ H(D) : (g(s)− aj)−1 ∈ H(D), j = 1, . . . , r}.

Theorem 1. Suppose that χ1, . . . , χr1 are pairwise non-equivalent Dirichlet characters, the numbers
α1, . . . , αr are algebracally independent over the field of rational numbers, and that F : Hr+r1(D)→
H(D) is a continuous operator such that F (Sr1 × Hr2(D)) ⊃ Hr(D). If r = 1, let K ⊂ D be
a compact subset with connected complement, and f(s) be a continuous f(s) 6= a1 function on K
which is analytic in the interior of K. If r ≥ 2, let K ⊂ D be on arbitrary compact subset, and
f(s) ∈ Hr(D). Then, for every ε > 0,

lim inf
T→∞

1

T
meas{τ ∈ [0;T ] : sup

s∈K
|F (L(s+ iτ, χ1), . . . , L(s+ iτ, χr1),

ζ(s+ iτ, α1), . . . , ζ(s+ iτ, αr2))− f(s)| < ε} > 0.
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ON THE MUTH DISTRIBUTION
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Muth [3] introduced a continuous probability distribution X with cumulative distribution function
(cdf)

F (x) := P (X ≤ x) = 1− exp
(
αx− 1

α
(eαx − 1)

)
, x > 0, (1)

where the parameter α ∈ (0, 1]. In this work, we study some statistical properties of the Muth
distribution. More specifically, we show that the mode of X can be expressed as a function of the
golden ratio (ϕ := (1 +

√
5)/2), the non-central moments E[Xk] can be expressed in terms of the

generalized integro-exponential function (cf. Milgram [2]) and the quantile function Q(u) can be
given in closed-form in terms of the Lambert W function, so the Muth distribution has the variate
generation property (cf. Leemis and McQueston [1]). We summarize these results in the following
proposition.

Proposition 1. Let X be a random variable with cdf (1), then

(i) mode(X) = (1/α) log(αϕ2) if 1/ϕ2 < α ≤ 1 and mode(X) = 0 if 0 < α ≤ 1/ϕ2.

(ii) E[Xk] = (Γ(k + 1)/αk)e1/αEk−1
0 (1/α), k = 1, 2, . . . . In particular, E[X] = 1 and E[X2] =

(2/α)e1/αE1(1/α), where E1 denotes the best-known exponential integral function.

(iii) Q(u) =
1

α
log (1− u) − 1

α2
− 1

α
W−1

(
u− 1

αe1/α

)
, 0 < u < 1, where W−1 denotes the negative

branch of the Lambert W function.

In addition, a simulation study is carried out to compare weighted and unweighted least squares
methods and the maximum likelihood method for estimating the parameter α. To this end, random
samples from the Muth distribution can be computer-generated in a straightforward manner by
virtue of Proposition 1(iii).
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The eigenvalue problem for a two-dimensional elliptic operator with integral conditions

∂

∂x

(
p1(x)

∂u

∂x

)
+

∂

∂y

(
p2(y)

∂u

∂y

)
+ λu = 0, (x, y) ∈ D = {0, x, y, 1}, (1)

u(0, y) = γ1

∫ 1

0

u(x, y)dx, u(1, y) = γ2

∫ 1

0

u(x, y)dx, u(x, 0) = u(x, 1) = 0. (2)

is considered. The eigenvalue problem for differential operators with the variable coefficients and
nonlocal boundary conditions is a less investigated problem. However, the structure of differential
and difference operators with nonlocal conditions is very important for the investigation of the
stability of difference schemes and convergence of iterative methods [1, 2].

Under the condition γ1 = γ2 = 0, all the eigenvalues for the problem (1)–(2) are real and positive.
The main purpose of the presentation is to investigate, when the eigenvalue λ = 0 and λ < could
exist depending on the values of γ1, γ2 and the properties of coefficients p1(x), p2(y).

In the presentation, it is proven that the existence of eigenvalues λ = 0 and λ < depends on
the properties of p1(x) such as monotonicity or symmetricity, regarding the point x = 1/2, and

the meaning of
∫ 1

0
dx
p1(x) . The reasons, on which the number of negative eigenvalues depends, were

considered. The results of the presentation are the generalization and evolvement of the results
earlier obtained for the one-dimensional problem [3]

d

dx

(
p(x)

du

dx

)
+ λu = 0, 0 < x < 1, u(0) = γ1

∫ 1

0

u(x)dx, u(1) = γ2

∫ 1

0

u(x)dx.
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Let F (z) be a holomorphic cusp form of weight κ of the full modular group SL(2,Z). Suppose
that F (z) is a normalized eigenform having Fourier series expansion

F (z) =

∞∑
m=1

c(m)e2πimz, c(1) = 1.

The zeta-function attached to normalized eigenform, for σ > κ+1
2 , is defined by absolutely convergent

Dirichlet series with coefficients c(m)

ϕ(s, F ) =

∞∑
m=1

c(m)m−s,

and it is analytically continuable to an entire function.
In [1], A. Laurinčikas and K. Matsumoto proved the joint universality of zeta-functions attached

to normalized eigenforms. To obtain the joint universality a limit theorem for the collection of
functions ϕ(s, F1), ..., ϕ(s, Fn), when cusp forms F1(z), ..., Fn(z) satisfy some additional conditions,
is used.

Following the ideas in [1], we discuss on joint discrete value distribution of zeta-functions attached
to certain cusp forms.

First author is partially supported by the European Commission within the 7th Framework Prog-
ramme 2011–2015 project INTEGER (INstitutional Transformation for Effecting Gender Equality
in Research), Grant Agreement No. 266638.
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In this talk, the finite difference scheme (FDS) for approximating periodic function’s derivatives
in a 2n+ 1 point stencil is studied, obtaining higher order accuracy approximation. This method in
the uniform grid with N mesh points is used to approximate the differential operator of the second
and the first order derivatives in the space, using the multi-point stencil. The described methods
are applicable for various mathematical physics problems involving periodic boundary conditions(
PBC). The solutions of some linear problems for parabolic type partial differential equations (PDE)
with PBCs are obtained, using the method of lines (MOL) to approach the PDEs in the time and the
discretization in space applying the FDS of different order of the approximation and finite difference
scheme with exact spectrum (FDSES) [2].

These methods are compared with the global approximations method [1], which is based on using
such differentiation matrices A for derivatives and nonuniform grid with Chebyshev nodes. The
linear heat transfer equations can be written in the following form:

ut(x, t) = k(x)(u(x, t))xx + p(x)(u(x, t))x + q(x)u(x, t) + f(x), u(x, 0 = u0(x),

where k(x), p(x), q(x), u0(x) are real functions, x ∈ (0, L), t > 0 are the space and time variables,
L is the period, u = u(x, t) is the unknown function (for ODE we have boundary value problem
with u = u(x)). Note, that the similarly system of PDE is considered, where k, p, q are matrices, u
is column-vector. We have the discrete equations (xj = jh,Nh = L, j = 1, N)as a system of ODEs
in following form:

U̇ = K(A2,n(U) + P (A1,n(U) +Q(U) + F, U(0) = U0,

where A1,n, A2,n are N -th order circulant matrices, U = U(t), F , U̇ , U0 are the column-vectors of
the N order, K,P,Q are N -th order diagonal matrices.
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We consider 2D stationary boundary value problems for the system of magnetohydrodynamic
(MHD) equations . The viscous electrically conducting incompressible liquid is moving between in-
finite cylinders placed periodically. We analyze the 2D flow and temperature around these cylinders
in homogeneous external magnetics field, depending on direction of the gravitation. The distribution
of electromagnetic fields, forces , velocity and temperature around a cylinders has been calculated
using finite difference and finite elements methods.
The liquid motion can be described by the dimensionless stationary Navier-Stokes and heat transfer
equations in the Cartesian coordinates (x, y) :



−ζVy = −∂p̄
∂x
−Re−1 ∂ζ

∂y
− S sin(α)jz +

Gr

Re2
T sin(β),

ζVx = −∂p̄
∂y

+Re−1 ∂ζ

∂x
+ S cos(α)jz − Gr

Re2T cos(β),

∂(Vx)

∂x
+

∂(Vy)
∂y = 0,

Vx
∂T

∂x
+ Vy

∂T

∂y
= Pe−1∆T +

KT

Pe
j2
z ,

(1)

where jz = Ez − Vy cos(α) + Vx sin(α) is the axial component for the electric current density, ∆ is

Laplace operator, p̄ = p + 0.5V2, p is the pressure, ζ =
∂Vy
∂x −

∂Vx
∂y is the vorticity function, Re =

U0L0

ν , S =
σB2

0L0

ρU0
, Gr =

βtg(Tw−T0)L3
0

ν2 are Reynolds, Stewart and Grashof numbers, Pe = PrRe,

Pr =
νρcp
k , KT =

σB2
0L

2
0U

2
0

kTw−T0
are Prandtl number and heat source parameters, σ, ρ, ν, k, cp, g, βt are

electrical conductivity, fluid density, kinematic viscosity, heat conductivity, specific heat, accelera-
tion due to gravity, volumetric coefficient of thermal expansion, B0, U0, L0, P0 = U2

0 ρ, T0, Tw are the
characteristic uniform magnetic field strength, velocity, lengths,pressure, initial fluid temperature
and temperature on the cylinders , Ez = const is the azimuthal component of the electric field E,
α is the angle between the Ox- axis and direction of the induction vector, β is the angle between
Oy- axis and direction of the gravitation vector.

The hydrodynamical stream function ψ can be determined via formulas Vx = ∂ψ
∂y , Vy = −∂ψ∂x and

the pressure is eliminated from (1) .

1This work was partially supported by the grant 623/2014 of the Latvian Council of Science
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The classical solution to boundary value problems for nonstrongly hyperbolic equation of the
second order. It is known that classical solution is the basis of the theory of numerical methods
for boundary value problems for partial differential equations. In the report, the method of charac-
teristics [1] is considered to construct the classical solution to boundary value problems for general
hyperbolic equations of the second order.

In the half-string Q = (0,∞) × (0, l) the linear partial differential equation with independent
variables t, x is considered

(∂t − a∂x + b1) (∂t − a∂x + b2)u(t, x) = f(t, x), (1)

where a > 0, b1, b2 ≥ 0, b1 6= b2.
The Cauchy conditions

u|t=0 = ϕ(x), ∂tu
∣∣∣
t=0

= ϕj(x), x ∈ (0, l). (2)

and the boundary conditions

u|x=0 = µ1(t), t ∈ (l/a,∞), u|x=l = µ2(t), t ∈ (0,∞); (3)

or

∂xu|x=0 = µ1(t), t ∈ (l/a,∞), ∂xu|x=l = µ2(t), t ∈ (0,∞); (4)

or

(∂xu+ u)|x=0 = µ1(t), t ∈ (l/a,∞), (∂xu+ u)|x=l = µ2(t), t ∈ (0,∞) (5)

are added to the equation (1).
Conditions (3)–(5) are chosen so that each of the boundary value problems was well-posed. Match-

ing conditions for the functions ϕ, ψ, µ1, µ2 providing the uniqueness of the classical solution are
obtained. It is noticed that formulation of well-posed problems in the sense of Hadamard for non-
strongly hyperbolic equation increases demands on the smoothness of the initial data as compared
with strictly hyperbolic equation.
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Classical solutions for various boundary value problems and problems with integral conditions
for partial differential equations were tackled by authors ([1–3] and other). We present analytical
solutions in case of two independent variables for the following problems:

• Cauchy problem for hyperbolic equation with constant coefficients. Its operator is the composition
of first-order operators;

• mixed boundary value problems for a second-order hyperbolic equation;

• mixed boundary value problems for a bi-wave equation;

• mixed boundary value problems for a wave equation with integral boundary conditions;

• a wave equation with integral conditions in the domain of the solution;

• control problems of Cauchy or boundary value conditions when values of the unknown function
or its derivatives are specified inside the domain of the solution.

We show that classical solutions defined in the whole domain of the equation depend on homo-
geneous compatibility conditions for given boundary conditions at common angular points of the
boundary. These compatibility conditions are necessary and sufficient. When these conditions be-
come inhomogeneous, well-posed problems need to be defined in a different way. For example, they
can be posed as conjugation problems with conjugation conditions on proper characteristics inside
the domain of the unknown function.

On the other hand, there are well-known numerical methods for solving boundary value problem
and other kinds of problems, which assume the existence of classical solutions. Generally, the
literature on numerical methods does not discuss or does not stress the importance of compatibility
conditions for given boundary conditions. However, this is crucial for full and correct definition of
various problems under discussion and for the correct usage of corresponding numerical methods.
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The problem of ranking (sorting) of m alternatives A1, A2, . . . , Am was considered when experts
evaluate each alternative according to k criteria r1, r2, . . . , rk. Evaluation information is given by
matrix Dm×k = (dij), where dij ∈ [0; 1] are real numbers. Suppose that criteria rj have weights wj :

0 < wj < 1,
∑k
j=1 wj = 1. Then functions of arithmetic, geometric or other weighted averages [3]

M(Ai) = M(di1, di2, . . . , dik) are constructed for decision making.
It was shown [2] that in many cases intuitionistic fuzzy approach lets to obtain better results

in solving Multiple Criteria Decision Making problems than dealing with real numbers and fuzzy
numbers.

We investigated generalization of this scheme when there are evaluation matrices of several experts
and this information is aggregated in the form of triangular intuitionistic fuzzy numbers. The notion
of intuitionistic fuzzy numbers was introduced by K. Atanassov [1] and it is defined as follows:

T = ([aL, aM , aU ], [bL, bM , BU ]), (1)

here 0 6 aL 6 aM 6 aU 6 1, 0 6 bL 6 bM 6 bU 6 1, aU + bU 6 1. Numbers aL, aM , aU express
compliance level and bL, bM , bU – noncompliance level of the certain alternative for a given criterion.

Fuzzy triangles were constructed by (1) with different uncertainty levels, expert’s decision matrices
and numbers of experts which varied from 2 to 5. Method for construction of expert’s decision
probability matrices for the special case when experts evaluate alternatives Ai according to criteria
rj with scores dij ∈ {1, 2, 3} is proposed.

The results were obtained by performing Monte Carlo simulations and probabilities of errors
compared for arithmetic, geometric, fuzzy arithmetic and fuzzy geometric averages.
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We consider differential equations of gas dynamics, when the thermal conductivity and viscosity
coefficients equal zero [2].

The system is supplemented with equations of state for the gas pressure and the total energy;
these equations do not depend on the properties of gas, i.e. are of a general form.

We will discuss small perturbations of gas steady state, resulting interaction of acoustic waves.
After a complete asymptotical analysis of the system we construct asymptotical approximation for
the resonance interaction of acoustic periodic waves, which is equally appropriate in the long time
interval [3].

The system of averaged equations is investigated. The additional analysis of system coefficients
allows determining the resonance occurring condition – the relation between gas pressure and tem-
perature at the initial time.

Real gas approximately satisfies the ideal gas equation of state at a sufficiently high temperature
and low density. Several hundred empirically determined state equations are used for more precise
expression of real gas state. The van der Waals equation is the simplest and best known one; two
parameters of this equation depend on properties of gas.

We investigate the ideal and non-ideal gas and determine the relationship between the parameters,
which causes the vanishing of resonance in non-ideal gas. All the results we present allow to
generalize the case of ideal polytropic gas, discussed in [1].
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The objective of this paper is to present a comparative study of simple upwind finite difference
methods on various non-uniform meshes existing in the literature for resolving the boundary layer
of singularly perturbed problems. Our exposition begins with the Bakhvalov mesh [1; 2] and its
modification using padé approximation, then continues with piecewise uniform Shishkin mesh and
to the most recent W-grid using Lambert W-function [3]. A new kind of mesh of Shishkin type
that incorporate the idea of Lambert W-function has also been proposed and using this mesh, the
method gives better results as compared to the results using the recent W-grid. For various meshes,
the computed solution is uniformly convergent with respect to the small perturbation parameter.
Numerical results on some test problems are presented which validate the theoretical considerations.
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Let s = σ + it be a complex variable, and α, 0 < α ≤ 1, be a fixed parameter. The Hurwitz
zeta-function ζ(s, α) with parameter α is defined, for σ > 1, by the Dirichlet series

ζ(s, α) =

∞∑
m=0

1

(m+ α)s
,

and is analytically continued to the whole complex plane, except for a simple pole at the point s = 1
with residue 1.

It is well known that the function ζ(s, α) for some classes of the parameter α is universal, that is,
its continuous shifts ζ(s + iτ, α), τ ∈ R, or discrete shifts ζ(s + imh, α), m ∈ N0 = N ∪ {0}, h > 0
is a fixed number, approximate every analytic function. Let D =

{
s ∈ C : 1

2 < σ < 1
}

. Denote by
K the class of compact subsets of D with connected complements, and by H(K), K ∈ K, the class
of continuous functions on K which are analytic in the interior of K. In discrete case the following
statement is known.

Theorem 1. Suppose that α is transcendental or rational number 6= 1, 1
2 . Let K ∈ K and f(s) ∈

H(K). In the case of rational α, let the number h > 0 be arbitrary, while in the case of transcendental
α, let h > 0 be such that exp

{
2π
h

}
is a rational number. Then, for every ε > 0,

lim inf
N→∞

1

N + 1
#

{
0 ≤ m ≤ N : sup

s∈K
|ζ(s+ imh, α)− f(s)| < ε

}
> 0.

We propose the following extension of Theorem 1.

Theorem 2. Suppose that the set

L(α, h) =
{

(log(m+ α) : m ∈ N0), 2π
h

}
is linearly independent over the field of rational numbers Q. Let K and f(s) be the same as in
Theorem 1. Then the assertion of Theorem 1 is true.

For example, we can take α = π−1, h = 2.
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Air pollution problems today are very important. Pollutants arise in many industrial processes.
Air pollution causes some risks to the health and impact on life quality. The air quality questions
are discussed at various levels. In order to improve the air quality the governments adopts legal
acts and directives, air quality laws. To solve the air quality problems the industry can remove the
particles from the air stream before it is emitted into the atmosphere.

Cyclone are widely used to separate dust and particles from gas streams. They are so popular
due to their simple construction and economy [2]. Cyclone separators operate under the action of
centrifugal forces. Neglect simple construction, it is difficult to analyze the particle motion in a
cyclone. There are many parameters and they have influence to gas – particles flow in a cyclone.

We analyze the multichannel cyclone [1]. It consists of cylindrical and conical parts, inlet and
outlet. The cylindrical part consists of four channels. Compare to usual cyclone, the cylindrical part
of multichannel cyclone consists of four curvilinear channels. This construction leads to increase the
separation efficiency. The gas stream with particles enters the cyclone through the tangential inlet.
Due to the centrifugal forces, the particles are thrown towards the wall and fall into the hopper.
Cleaned air outflows through the outlet.

Some assumptions and simplifications are used to determine the particle trajectories in the cylin-
drical part of the cyclone [3; 4]. The particles trajectories are calculated using a simple model based
on force balance.
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1Research has been carried out within the framework of the project concerning the development of human resources
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P. Vǐsinskio str. 19, Šiauliai LT-77156, Lithuania

E-mail: renata.macaitiene@mi.su.lt

Since a remarkable Voronin’s work [1] on the universality of the Riemann zeta-function, it is
known that the majority of other zeta and L-functions also are universal in the sense that their
shifts approximate uniformly on compact subsets of certain regions wide classes of analytic functions.
Also, a more complicated approximation property of zeta and L-functions – the joint universality
– is known. In this case, we deal with a simultaneous approximation of a given system of analytic
functions. The first result in this direction also is due to Voronin who obtained [2] the joint univer-
sality of Dirichlet L-functions. H. Mishou began to study the joint universality for zeta-functions
having and having no Euler product over primes. He proved [3] a joint universality theorem for the
Riemann zeta-function and Hurwitz zeta-function (with transcendental parameter α).

In the talk, we also will consider so called mixed joint universality, i. e., we will show a new
result [4] that every system of analytic functions can be approximated simultaneously uniformly
on compact subsets of some region by a collection consisting of shifts of Dirichlet L-functions with
pairwise non-equivalent characters and Lerch zeta-functions with specified parameters.
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In this study, the inverse problem of the scattering theory for a piecewise continuous Sturm-
Liouville equation on the half line with boundary condition depending quadratic on the spectral
parameter is considered. The scattering data of the problem are defined. Some properties of the
scattering data are investigated. The fundamental equation is derived and uniqueness of algorithm
to the potential with given scattering data is studied.

REFERENCES

[1] V. A. Marchenko. Sturm-Liouville Operators and Their Applications. AMS, Providence, 2011.

43



Abstracts of MMA2014, May 26 - 29, 2014, Druskininkai, Lithuania

c© VGTU, 2014

NUMERICAL MODELLING AND OPTIMIZATION FOR
THE MAGNETIC GEAR1

MAKSIMS MARINAKI

Faculty of Physics and Mathematics, University of Latvia

Zellu str. 8, Riga LV-1002, Latvia

Institute of Mathematics and Computer Science, University of Latvia

Raina bulvaris 29, Riga LV-1459, Latvia

E-mail: maksims.marinaki@lu.lv

Nowadays, magnetic gears are widely used in mechanical devices and machines. As a result, design
optimization tasks gain an interest. We analyze an example: the mechanism involving rectangle-
shaped magnets and its two dimensional model first proposed in [1].

We consider Maxwell’s equations of magnetostatics in form (1): ∇×H = 0,
∇ ·B = 0,
B = µ(H + M),

(1)

where B is the magnetic flux density, H is the magnetic field intensity, M is the magnetization, and
µ is the material’s magnetic permeability.

We pose a problem then by developing a 2D vector-potential formulation, and get the numerical
finite element solution. Simulations are made in MATLAB and FEMM; results are shown in a way
that we represent the calculated field B and get some insight for extrema of transmitted torque
functional in different situations.

The task involving three parameters α, h and n is further considered. Those parameters respec-
tively are angular displacement of the driver in magnetic gear, height of a permanent magnet and
the number of magnetic pole pairs. PSO technique (particle swarm optimization) is applied for
maximization of the functional F (B, α, h, n), where F is the transmitted torque.
We obtain parameters that correspond to optimal design of the gear.

Another aspect is the reduction of computational time, that’s why mesh moving methods are also
discussed. Similarly to [2], we construct the auxiliary problems for each given set of parameters .
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The present talk is devoted to the stability and convergence of finite-difference schemes for initial-
boundary value problems for quasilinear parabolic equations with generalized solutions. The fun-
damental feature of the presented results is that they are obtained under the assumptions only on
the input data[1; 2].

Sufficiently simple conditions on the input data are given to guarantee both the existence of
the global smooth solution and the occurrence of blow-up in continuous and discrete cases for the
multidimensional heat equation with the non-linear source. The presented mathematical apparatus
is based on ”student” technique of the method of energy inequalities[3].

A new mathematical apparatus for obtaining of two-sided estimates of the unknown solution
on the basis of the proof of discrete analogues of Chaplygin and Hartman comparison theorems
is presented [4]. In some sense it generalizes results of the discrete analogue of the Bihari lemma
(the generalization of the Gronwall lemma on the non-linear case), which were obtained earlier by
B.V. Demidovich.

An overview of the last results on the construction of the new classes of difference schemes for
multidimensional quasi-linear convection-diffusion-reaction equations, which are exact on running
waves, is given [5].
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In light of recent advances regarding the use of algebraic data analysis methods in various fields of
medicine, especially cardiology and complex system theory, a new mathematical theory concerned
with analysing matrices of a certain type is being developed [1; 2; 3].

Given two time series x, y, second-order matrices having the following form are considered:

K(2)
n (x, y) :=

[
xn xn+1 − yn+1

xn−1 − yn−1 yn

]
(1)

In the second-order case, scalar characteristics such as the trace, discriminant and other, more

complex, eigenvalue-dependent coefficients are computed from matrices K
(2)
n (x, y), where x and y

are parameters of human vital signals. These parameters represent inter-relations between signals
x and y and in the case of human vital signal type data, provide important information on the
patients’ physiological state.

K(3)
n (x, y, z) :=

 xn xn+1 − yn+1 xn+1 − zn+1

xn−1 − yn−1 yn yn+1 − zn+1

xn−1 − zn−1 yn−1 − zn−1 zn

 (2)

In the third-order case, given three time series x, y, z, additive idempotent-nilpotent decompositions
of (2) are formed. A finite matrix transformation sequence T1(α1), ..., Tk(αk), k ≤ 6 is used to fit
the decomposition of a given matrix to a fixed form, generated by column-row products of a pair of
inverse matrices (X0, Y0). The parameters of this fit α1, ..., αk are considered as a type of transform
of the three signals x, y, z and also represent inter-relations between the signals.

Examples of this type of analysis are provided using the approximations of solutions to Rössler’s
differential equations and human vital signal data registered during various medical tests. Human
physiological state changes can be studied according to the dynamics of the characteristics mentioned
above.
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Consider the hyperbolic equation

∂2u

∂t2
− ∂2u

∂x2
= f(x, t), (x, t) ∈ Ω× (0, T ], (1)

where Ω = (0, L), with the classical initial conditions

u|t=0 = φ(x),
∂u

∂t

∣∣∣∣
t=0

= ψ(x) x ∈ Ω := [0, L], (2)

and the additional nonlocal integral boundary conditions

u(0, t) = γ0

L∫
0

u(x, t) dx+ vl(t), u(1, t) = γ1

L∫
0

u(x, t) dx+ vr(t), t ∈ [0, T ], (3)

where f(x, t), φ(x), ψ(x), vl(t), and vr(t) are given functions, and γ0 and γ1 are given real parame-
ters (see [1]). We are interested in sufficiently smooth solutions of the nonlocal problem (1)–(3).

PDE of the hyperbolic type with integral conditions often occur in problems related to fluid
mechanics [2] (dynamics and elasticity), linear thermoelasticity [3], vibrations [4] etc.

We consider the stability of a weighted finite-difference scheme (with two weights σ1 and σ2) for a
linear hyperbolic equation with nonlocal integral boundary condition. By studying the spectrum of
the transition matrix of the three-layered difference scheme we obtain a sufficient stability condition
in a special matrix norm.
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We consider the histopolation problem with combined splines S of class C1 being quadratic
or linear/linear rational functions on each subinterval of a partition of the given interval [a, b] as
a = x0 < x1 < ... < xn = b. We pose the histopolation conditions∫ xi

xi−1

S(x)dx = zi(xi − xi−1), i = 1, ..., n,

with given histogram heights zi and additional boundary conditions. The existence, uniqueness and
choice of kinds of intervals (quadratic or rational) are treated. The main problem in our talk is
the convergence rate of such approximation procedure in the process max(xi − xi−1) → 0 when
zi = (xi − xi−1)−1

∫ xi
xi−1

f(x)dx for a given sufficiently smooth function f .
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Threshold warrants give right to buy specially issued stocks, if the performance of stock price
satisfies some requirements. The combination of dilution effect [1] and exercising criterion that
depends on actual transactions between market participants, changes the share price process of that
company. Knowledge of stock price process is necessary for both pricing these warrants and any
other already outstanding derivatives [2].

We use a model for firm price as a starting point for pricing such warrants. In our talk we
demonstrate that the presence of threshold warrants either forces the stock to be untradeable for
certain market scenarios or requires one to use incomplete and/or inefficient market models, where
instead of replication argument, price of a derivative can be obtained by indifference pricing approach
[3]. We assume that the stock is always tradeable, propose a possible stock price model and show
numerical results of warrant pricing under different utility functions.
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In survival analysis a sample of independent random variables, say X1,. . . ,Xn, usually may be
interpreted as the collection of times from entry into a follow-up study until failure. Due to other
causes of failure not all Xi’s are observable, this situation is termed random censoring. Censored
data often arise in biometry, reliability analysis and medical follow-up study.

In statistical analysis of survival data, it is often of interest to determine the difference between
two treatment effects. Suppose that X1,. . . ,Xn are control responses and Y1,. . . ,Ym are treatment
responses with unknown distribution functions F1 and F2, respectively. Apart from graphical in-
spection we may be interested to check whether two samples differ by location and scale parameters,
i.e., whether the relationship

F1(t) = F2

(
t− µ
σ

)
, t ∈ R

holds, where µ ∈ R and σ is some positive constant. Valeinis ([1]) studied confidence bands for
location-scale models via empirical likelihood method for uncensored data. We show that the
limiting distribution differs in censored case due to parameter estimation.

The proposed methods for two-sample problems are based on Wang and Jing’s ([2]) approach
adjusting the empirical likelihood method for censored data in the one sample case.

REFERENCES

[1] J. Valeinis. Confidence bands for structural relationship models. Phd thesis, Goerg-August-University of Goettin-
gen, Goettingen, 2007.

[2] Q. H. Wang and B. Y. Jing. Empirical likelihood for a class of functionals of survival distributions with censored
data. Annals of the Institute of Statistical Mathematics, 53 (3):517–527, 2001.

50



Abstracts of MMA2014, May 26 - 29, 2014, Druskininkai, Lithuania

c© VGTU, 2014

HIGH ORDER COMPACT FINITE DIFFERENCE
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Arithmetic average Asian option is studied in this paper. Partial differential equation(PDE)
approach for pricing Asian option [3] is considered and the main difficulties encounters in standard
finite difference schemes are explained. A numerical method is proposed for solving Asian call option
PDE with a moving mesh [4]. The method uses high order compact finite difference scheme [1] for
spatial discretization and the Rannacher time stepping scheme for the time discretization. It is
observed that proposed numerical method provides accurate results as compared to finite difference
method for large volatilities when other parameters are fixed. Moreover, results obtained here are
also compared with the existing literature [4].
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We consider second order discrete boundary value problems with two nonlocal conditions

Lu := a2
iui+2 + a1

iui+1 + a0
iui = fi, i = 0, 1, 2, . . . , n− 2,

〈Lj , u〉 = 0, j = 1, 2,

where nonlocal conditions are described by discrete linear functionals Lj , j = 1, 2.
According to [4], the problem has the unique solution if and only if the necessary and sufficient

existence condition of ordinary discrete Green’s function is satisfied. Even if this condition is not
satisfied, every discrete problem always has a least squares solution. Generalized Green’s function
that describes the general least squares solution of discrete problem always exists as well and was
investigated in [2].

In this paper, we compare the properties of generalized Green’s function that describes the general
least squares solution to properties of ordinary Green’s function that describes the exact unique
solution of nonlocal discrete problem. We can proof that generalized Green’s function satisfies the
same investigated properties of ordinary Green’s function but in the sense of least squares.

Generalizations are also made for higher order discrete boundary value problems with nonlocal
conditions.
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NUMERICAL SIMULATION OF THE MAGNETIC
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Magnetic fluid seals are the best known technical application of magnetic fluids. Therefore, the
development of an adequate mathematical model describing the relevant features of a magnetic
fluid seal and numerical algorithms for its solution are of great importance, e.g. for the computer
optimization of the design of magnetic fluid seals. The burst external pressure drop and the critical
velocity of rotation of the shaft are the main operating characteristics of the seal. They are defined
essentially by the shape and location of the sealing layer which is under the action of capillary,
magnetic, centrifugal and pressure forces. An acceptable mathematical model of a magnetic fluid
seal which takes into account the free surface deformation has been developed and realized in [1; 2].
In [1] the stability of a static magnetic fluid seal under the action of a pressure drop has been studied.
In [2] the problem on magnetic fluid seal stability has been solved in a more general statement: the
dynamic magnetic fluid seal has been considered under the action of both centrifugal forces and a
pressure drop. Deficiency of the used models is the disregard of the diffusion process of ferromagnetic
particles in the sealing layer under the influence of a nonuniform magnetic field.

As the next step toward the development of a realistic mathematical model we consider the
influence of the magnetic particle diffusion process on the stability of the seal. In [3] the static
magnetic fluid seal under an external pressure drop has been studied taking particle diffusion into
consideration. The present study is devoted to the influence of the particle diffusion on the sta-
bility of the dynamic magnetic fluid seal of a rotating shaft. Mathematical model of the coupled
problem consists of the magnetic field subproblem, the free-surface deformation subproblem, the hy-
drodynamic subproblem and the particle concentration subproblem. The subproblems are strictly
interrelated to each other and are solved simultaneously. The non-inductive approximation which
neglects magnetic field disturbances owing to the influence of magnetic fluid magnetization is used.

An algorithm for computer realization of the developed model is constructed and applied. Free
surface shapes, azimuthal and secondary flows inside the sealing layer depending on the particle
diffusion, and their influence on the stability of the seal are studied numerically. Numerical results
are compared with those obtained in [2] in the approximation of a uniform particle concentration.
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’NORTHEAST VOLATILITY WIND’ EFFECT
EVOLUTION RESEARCH BY USING NEURAL
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The ”North-East Volatility Wind” effect, desrib ed in [1] and [2] is selected for subsequent
research. ”North-East Volatility Wind” effect is described as effect of volatility transmission from
low-frequncy components of the signal to high-frequency components. According to [1] in financial
time series a ”North-East Volatility Wind” effect is observed. This effect is traceable by using
special approach approach applicable for stock indexes, allowing to reveal the instability of financial
time series initially. This approach is based on time series (signal) decomposition into components
by using wavelet filtering with subsequent volatility evolution research of each signal component.
According to research, a slight increase in volatility in the low-frequency components of the signal
leads to significant disturbances in high-frequency components destine entire signal volatility growth.

This approach is based on signal decomposition by using the wavelet filtering. Wavelet filtering
is applied by using Direct and Inverse CWT for each scaling parameter. [3] Thus for each scaling
parameter the signal component (which is part of the original signal) is obtained. For subsequent
research volatility indicator is analysed by using 20-days time window, which is shifted on the time
axis. Volatility analysis is done for each signal component. As a result volatility evolution in time
is obtained for each signal component. As a next step volatility evolution crosscorrelation analysis
is done for each signal component in order to describe volatility transmission from one volatility
component to another. In other words volatility transmission from one volatility layer to another is
analysed.

In current research volatility evolution crosscorrelation analysis is extended by using Neural Net-
work Algorithms, to trace volatility evolution dependences in time, optimising Neural Network
structure and finding correspondent weights. In current research complicated relationships between
volatility layer are discovered.

As a result ”North-East Volatility Wind” effect brings out deeper understanding of volatility
evolution and opportunity to illuminate most dramatical market drawdowns initially. This oppor-
tunity is explained by ability to see a very small changes in volatility logarithm in the low-frequency
components of the signal.
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EVENTUALLY PERIODIC SOLUTIONS AND
PATTERNS OF UNBOUNDED SOLUTIONS OF SECOND
ORDER AND A DELAYED MAX-TYPE DIFFERENCE
EQUATION.

MICHAEL A. RADIN

Rochester Institute of Technology

Rochester, New York U.S.A.

E-mail: marsma@rit.edu

We will begin our investigation of difference equations with eventually periodic solutions with
the piece-wise linear difference equations; 3x + 1 Conjecture and the Tent Map. We will then
continue with the existence of eventually periodic solutions of the second order autonomous max-
type difference equation. Afterwards, we will proceed existence of unbounded solutions of delayed
non-autonomous max-type difference equations; in particular, the pattern of unbounded solutions.
How many terms converge to 0 and how many terms diverge to infinity.
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DEVICES

MINDAUGAS RADZIUNAS

Weierstrass Institute for Applied Analysis and Stochastics

Mohrenstrasse 39, 10117 Berlin, Germany

E-mail: Mindaugas.Radziunas@wias-berlin.de

High power high brightness edge-emitting broad area semiconductor (BAS) lasers and optical
amplifiers are compact devices playing a key role in different laser technologies. These devices have
a relatively simple geometry allowing an efficient electrical pumping and are able to operate at
the high power (tens of Watts) regimes. BAS devices, however, have one serious drawback: once
operated at high power regimes, they suffer from a relatively low beam quality which is due to
simultaneous irregular contribution of different lateral and longitudinal modes. As a result, the
emitted optical beam has undesirable broad optical and lateral spectra. A quality improvement of
the beam amplified in BAS amplifiers or generated by BAS lasers is a very important issue of the
modern semiconductor laser technology, and there are several BAS device concepts allowing some
improvement of the optical beam.

In this talk some of these schemes [1; 2] allowing an improvement of the beam quality in the
BAS devices will be discussed. Our theoretical study is based on the simulations of the following
2+1-dimensional traveling wave model [3]:

∂
∂xE

± ± ∂
∂zE

± = − i
2
∂2

∂x2E
± −

[
iβ(N, |E|2) +D

]
E± − iκE∓ + F pmsp ,

DE± = ḡ
2 (E± − P±) , ∂

∂tP
± = iω̄P± + γ̄ (E± − P±) ,

1
µ
∂
∂tN = D ∂2

∂x2 + I(z, x)−R(N)−<e
∑
ν=±E

ν∗ [G(N, |E|2)− 2D
]
Eν

and solved in the domain (t, x, z) ∈ [0, T ] × R × [0, L]. Here, slowly varying complex amplitudes
of the counter-propagating optical fields E± satisfy the reflectivity boundary conditions at the
longitudinal borders of the domain, z = 0 and z = L. A proper resolution of the model equations
in laterally truncated domain requires a fine space (up to 107 mesh points) and time discretization.
The resulting large numerical scheme is solved using multilevel parallel distributed computing, that
allows us to run long time dynamic simulations over large parameter ranges in reasonable time [4].
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AUDRONĖ RIMKEVIČIENĖ
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Let a = {am : m ∈ N0 = N∪{0}} be a periodic sequence of complex numbers, and α, 0 < α ≤ 1, be
a fixed parameter. In the report, we discuss a characterization by limit theorems of the asymptotic
behaviour of the periodic Hurwitz zeta-function ζ(s, α; a), s = σ + it, which is defined, for σ > 1,
by the

ζ(s, α; a) =

∞∑
m=0

am
(m+ α)s

.

and by analytic continuation elsewhere. We will present one-dimensional and multi-dimensional limit
theorems on the weakly convergent probability measures on the complex plane which are defined
by terms of periodic Hurwitz zeta-functions. The limit measures in these theorems are explicitly
given, and depend on the arithmetical nature of the parameter α. In one-dimensional theorems,
the cases of transcendental, rational and algebraic irrational α are considered. In multi-dimensional
limit theorems, we dent with algebraically independent, rational, and algebraic irrational satisfying
a certain independence condition parameters. In the case of algebraic irrational parameters, a
new mapping hypothesis is also applied. The results obtained constitute the doctoral dissertation
prepared externally by the author.
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BLOCK-WISE GEOMETRIC MULTIGRID FOR
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Maŕıa de Luna, 3, 50018 Zaragoza, Spain

E-mail: carmenr@unizar.es

In this work we propose a block-wise multigrid algorithm on semi-structured triangular grids for
solving piecewise constant diffusivity problems on relatively complex domains. Cell-centered finite
volume schemes for this kind of problems are considered. Due to the semi-structured character
of the mesh, on each structured patch, different smoothers can be considered depending on the
geometry of the grid. In this way, the multigrid method is constructed in a block-wise form, and its
global behavior will rely on the components on each block. To make an appropriate choice on each
structured patch, a special local Fourier analysis for cell-centered discretizations on triangular grids
has been performed. Simple inter-grid transfer operators are chosen to facilitate the communication
between two consecutive patches, and the difficulties appearing when highly varying coefficients
occur are overcome by the use of a modified Galerkin coarse grid approximation. Numerical ex-
periments are presented to illustrate the good behavior of the proposed multigrid method which
achieves an h-independent convergence rate.
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IN FRACTIONAL MODELLING
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The survey report illustrated the distinguished role of the Mittag-Leffler function in the frac-
tional modelling and solution of the corresponding fractional problems is presented. This function,
introduced by G.M. Mittag-Leffler at the beginning of XX century in form of series

Eα(z) =

∞∑
k=0

zk

Γ(αk + 1)
, α > 0, (1)

appeared to be very important generalization of the exponential function [5; 6].
First mathematical application was proposed in [2], where the solution of the second kind of the

Abel integral equation was given in terms of Mittag-Leffler function. Later many genarilazations of
this function were considered (see, e.g., [1; 3]), but the role of the Mittag-Leffler is mainly due to
its relation to Fractional Calculus (see [6; 7]).

Among the applications of the Mittag-Leffler function we can single out
- solution of fractional integral and differential equations in terms of this function and its gener-

alization (see, e.g., [1; 3]);
- solution of fractional deterministic problems (such as fractional relaxation and oscillation, prob-

lems of fractional visco-elasticity etc., see, e.g., [1; 4; 7]);
- solution of fractional stochastic problems (involving fractional Poisson processes, renewal pro-

cesses of Mittag-Leffler type, fractional diffusion processes etc., see, e.g., [1; 4; 7]).
In the report, it will be described some properties of Mittag-Leffler function and its generalizations

and their role in fractional modelling. Concrete mathematical problems will be presented and some
applied models (from physics, mechanics, chemistry etc.) which are formulated and discussed with
the help of these functions will be considered.
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ECONOMETRIC MODELLING OF THE IMPACT OF
GLOBAL AND MACROECONOMIC PROCESSES ON
THE STOCK MARKET PERFORMANCE: THE CASE OF
THE BALTIC COUNTRIES
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There are a large number of empirical investigations on the relationship between global, macroe-
conomic variables and stock prices in the developed economies such as USA, Great Britain, Japan,
Italy, Spain, France and others. However, the economic role of stock markets in relatively small open
dynamically developing countries is less clear. Specifically, how do less developed markets respond
to changes in their fundamental economic variables, compared with the well-developed and more
efficient markets? The Baltic countries is that example of small open emerging economy in such
cases: their economy has become much more related to the other economies, as international trade
has expanded and financial integration with the rest of the world has deepened. There is evidence
that existing links, for example, share prices of stock markets, may have become more important in
the last few years. In this talk we address the issue of the econometric modelling of the Baltic coun-
tries economy in order to investigate the relative performance of rules that systematically respond to
share prices and those that do not. Due to the sheer number of factors and shortness of the existing
time series, statistical model development of OMX Baltic securities market involves several stages.
It is extremely important to determine the most informative factors – their determination on the
created models is defined by an exploratory analysis. Also the research methodology is backed with
the findings of Lithuanian and foreign scientists from an extensive overview of specific literature.
This study concludes that global and macroeconomic variables are significant in predicting changes
in stock prices of the Baltic countries and can vary considerably depending on the individual sector’s
price indices. As well as the research provides investors who are shaping their portfolios taking into
account the macroeconomic forecasts with additional opportunities on the basis of sectoral stock
price indices regression equations.
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The existence results are established for the nonlocal boundary value problem

x′′ = −µx+ + λx− + h(t, x, x′),

x′(0) = 0,

∫ 1

0

x(s)ds = 0,

provided that h(t, x, x′) is continuous and Lipschitzian in x and x′.
The results are based on the study of spectrum for the problem

x′′ = −µx+ + λx−, x′(0) = 0,

∫ 1

0

x(s)ds = 0.
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[2] N. Sergejeva. On the Fuč́ık type problem with the integral and Neumann conditions. Proc. of IMCS of University
of Latvia, 13 98–103, 2013.

61



Abstracts of MMA2014, May 26 - 29, 2014, Druskininkai, Lithuania

c© VGTU, 2014

GUARANTEED ACCURACY OF THE SOLUTION TO
THE STANDARD DIFFERENCE SCHEME IN THE
PRESENCE OF PERTURBATIONS FOR A SINGULARLY
PERTURBED CONVECTION-DIFFUSION EQUATION

GRIGORII SHISHKIN

Institute of Mathematics and Mechanics, Ural Branch of Russian Academy of Sciences

S. Kovalevskaya Str., 16, 620990, Yekaterinburg, Russia

E-mail: shishkin@imm.uran.ru

At present, numerical methods based on standard finite difference schemes are well developed and
widely used for solving scientific problems, as well as in applications [1]. Quite often such methods
are used to solve problems with boundary layers. For convergence of a solution to the standard
difference scheme, it is sufficient to use a uniform grid under the condition that its grid step-size is
much less than the value of the perturbation parameter ε [2; 3]. For advanced supercomputers such
a condition does not seem restrictive.

However, as shown by recent studies, in the case of a singularly perturbed convection-diffusion
equation, standard schemes on uniform grids are not ε-uniformly well-conditioned, and, as a con-
sequence, ε-uniformly stable to perturbations in the data of the grid problem, or to the computer
perturbations [4; 5]. For small values of the parameter ε, errors caused by perturbations can be
much larger than the theoretical errors in the absence of perturbations (or, in short, theoretical
errors), leading to incorrect results. Identifying these incorrect results, in general, it is difficult,
because perturbations in the data and computer perturbations are probabilistic in nature.

Depending on the relation between theoretical errors and errors caused by the perturbations, the
results obtained can be guaranteed (errors of the perturbations do not exceed theoretical errors in
order), adequate (errors of the perturbations are of the same order as the theoretical errors) or noisy
(errors of the perturbations exceed the theoretical errors in order). In the present talk, we discuss
conditions imposed on the perturbations under which accuracy of the solution to the standard
difference scheme in the presence of perturbations is guaranteed; results of numerical experiments
are given.

This research was supported by the Russian Foundation for Basic Research under grant No.13-
01-00618.
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Recently, for singularly perturbed problems, ε-uniformly (ε ∈ (0, 1]) convergent difference schemes
of improved accuracy order were constructed on the basis of a new approach using schemes of the
solution decomposition method and Richardson extrapolation technique. Unlike the known approach
that uses special piecewise-uniform meshes, condensing in the boundary layer (see, e.g., [1] and
the bibliography therein), in the new approach, grid subproblems are solved on the corresponding
uniform grids, moreover, coefficients in grid equations do not depend on the explicit form of the
singular components in the solution. In [2] for a Dirichlet problem for a singularly perturbed
parabolic reaction-diffusion equation, an improved scheme based on this approach was constructed
that converges at the rate O

(
N−4 ln4N +N−2

0

)
, where N + 1 and N0 + 1 are the number of

nodes in the spatial and time meshes, respectively. On the basis of the same approach, in [3] for
a Dirichlet problem for a singularly perturbed ordinary differential reaction-diffusion equation, an
improved scheme of the solution decomposition method was constructed approximating ε-uniformly
both the solution of the differential problem and its normalized derivatives up to the second order
that converges at the rate O

(
N−4 ln4N

)
, where N + 1 is the number of grid nodes used.

In the present research, for a Dirichlet problem for a singularly perturbed ordinary differen-
tial reaction-diffusion equation, the Richardson difference scheme of the solution decomposition
method was constructed in the case of two embedded grids that converges ε-uniformly at the rate
O
(
N−4 ln4N

)
. The proposed new version of the difference scheme allows to construct improved

difference schemes for the number of embedded meshes more than two (under the construction of
schemes that converge with order close to six and higher) and, unlike the papers [2], and [3], it does
not require the use of grid constructions whose definition domain is beyond the definition domain
of the boundary value problem.

This research was supported by the Russian Foundation for Basic Research under grant No.13-
01-00618.
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Let a = {am : m ∈ N} and b = {bm : m ∈ N0 = N ∪ {0}} be the two periodic sequences of complex
numbers. In the report, we consider the zero-distribution of some functions related to the periodic
zeta-function ζ(s; a) and periodic Hurwitz zeta-function ζ(s, α; b) with parameter α, 0 < α ≤ 1,
which are defined, for σ > 1, by the Dirichlet series

ζ(s; a) =

∞∑
m=1

am
ms

and ζ(a, α, b) =

∞∑
m=0

bm
(m+ α)s

,

and by analytic continuation elsewhere.
We give one example of functions which will be discussed in our report. Let

ζ(s, α; a, b) = c1ζ(s; a) + c2ζ(s, α; b), c1, c2 ∈ C \ {0}.

Theorem 1. Suppose that the number α is transcendental, the sequence a is multiplicative, and, for
each prime p, the inequality

∞∑
m=1

|apm |
p
m
2
≤ c < 1

is satisfied. Then, for any σ1, σ2, 1
2 < σ1, σ2 < 1, there exists a constant c = c(σ1, σ2, α, a, b) > 0

such that, for sufficiently large T , the function ζ(s, α; a, b) has more than cT zeros in the rectangle

σ1 < σ < σ2, 0 < t < T.

A similar result is also true for more general functions F (ζ(s; a), ζ(s, α; b)), where the operator
F : H2(D)→ H(D), H(D) is the space of analytic functions on D =

{
s ∈ C : 1

2 < σ < 1
}

, satisfies
a modification of the Lipschitz condition.
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We investigate Sturm–Liouville problem with one classical boundary condition

−u′′ = λu, x ∈ (0, 1), u(0) = 0, (1)

and another nonlocal boundary condition (NBC):

u(1) = γ

∫ ξ1

ξ0

u(x) dx or u(1) = γ

∫ ξ

0

u(x) dx (2)

with parameters γ ∈ R and 0 < ξ0 < ξ1 < 1 or 0 < ξ < 1 [2; 3].
New results on critical point of characteristic function of problems (1)–(2) are given.
In the paper [1] the similar problem is investigated for operator with two-point boundary con-

dition. The eigenvalue problems, investigation of the spectra, analysis of nonnegative solutions for
the operators with NBCs of Bitsadze–Samarskii or of integral-type are given in the papers [1; 2].
Complex eigenvalues for differential operators with NBCs are less investigated than the real case.

We investigate how the bifurcation points depend on some boundary condition parameters and
analyze how complex eigenvalues of these problems depend on the parameters of nonlocal integral
boundary conditions. We present the results of modelling and computational analysis and illustrate
the existing situation in graphs.
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Let us investigate the Sturm–Liouville problem

−u′′ = λu, t ∈ (0, 1), (1)

with one classical (2) and the second two-point Bicadze–Samarski type (3) nonlocal boundary con-
dition

u(0) = 0, (2)

u(1) = γu′(ξ), (3)

with parameters γ ∈ R and ξ ∈ (0, 1).
Characteristic function for Sturm–Liouville problem with one classical and other nonlocal two-

point boundary conditions is analysed in the papers [3; 4]. In these papers investigated constant
eigenvalue point, complex and real characteristic functions. The critical points for such type nonlocal
boundary problems are less investigated. In the papers [1; 2] the similar problems critical points is
investigated for nonlocal two-point or integral boundary conditions.

We analyze Sturm–Liouville problem and investigate how distribution of the critical points of
spectrum of this problem depends on the parameters γ and ξ of the nonlocal boundary conditions.
Many results are presented as a graphs of the critical point and characteristic functions.

REFERENCES
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The steady motion in the boundary layer along a thin flat plate which is immersed at zero incidence
in a uniform stream with constant velocity can be described in terms of the solution of the Blasius
differential equation

x′′′ = −xx′′,

which satisfies the boundary conditions

x(0) = x′(0) = 0, x′(∞) = 1.

It is our goal to study the existence of solutions to the generalized boundary value problem
consisting of the nonlinear third order differential equation

x′′′ = −a(t)f(x)x′′ (1)

subject to the nonlocal boundary conditions

x(0) = x′(0) = 0, x′(∞) = x(ξ), (2)

where 0 < ξ < +∞.
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ARTŪRAS ŠTIKONAS

Vilnius University

Akademijos 4, LT-08663, Vilnius, Lithuania

E-mail: arturas.stikonas@mif.vu.lt

Boundary Value Problems (BVP) involving Ordinary Diferential Equations (ODE) arise in math-
ematics, applied mathematics, in physical science. In mathematics the main questions are existence
and uniqueness of such problems. The new class of BVP are problems with Nonlocal Boundary Con-
ditions (NBC). NBCs depend on parameters. Although at the present moment mostly nonlinear
(quasi-linear) problems are studied, but investigation of linear differential operators with noncon-
stant coefficients and linear NBCs are actual up-to-date problem. We present a survey of recent
results on the existence of solutions of Stationary Problems with NBC and we will summarised basic
results in literature related to:

• existence and uniqueness domain in the space of parameters;

• Green’s functions;

• properties of the Spectrum for Sturm–Liouville problem with NBCs;

• characteristic functions for BVP with NBC;

• properties of a characteristic curve;

• applications to non-stationary problems;

• investigation of Finite Difference Schemes for various stationary and non-stationary problems;

• results of the Lithuanian scientists.
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We consider the third order linear pseudoparabolic equation with nonlocal integral conditions

ut = uxx + uyy + η(uxx + uyy)t + f(x, y, t), x, y ∈ D = {x ∈ (0, L1), y ∈ (0, L2), (1)

u(0, y, t) = γ1

∫ L1

0

u(x, y, t)dx+ µ1(t), (2)

u(L1, y, t) = γ2

∫ L1

0

u(x, y, t)dx+ µ2(t), (3)

u(x, 0, t) = µ3(x, t), u(x, L2, t) = µ4(x, t), (4)

where η ≥ 0. Let us consider three-layer finite difference scheme (FDS) for problem (1)–(4):

u
n+1/2
ij − unij

τ/2
=δ2

xu
n+1/2
ij + δ2

yu
n
ij +

η

τ/2

(
δ2
xu

n+1/2
ij − δ2

xu
n
ij + δ2

yu
n
ij − δ2

yu
n−1/2
ij

)
+ fnij , (5)

un+1
ij − un+1/2

ij

τ/2
=δ2

xu
n+1/2
ij + δ2

yu
n+1
ij +

η

τ/2

(
δ2
xu

n+1/2
ij − δ2

xu
n
ij + δ2

yu
n+1
ij − δ2

yu
n+1/2
ij

)
+ fnij , (6)

where δ2
x and δ2

y are the standard approximations of the second derivatives, i = 1, N1 − 1, j =

1, N2 − 1, h1 = L1/N1, h2 = L2/N2. For each fixed value j = 1, . . . , N2 − 1, we solve equation (5)
with nonlocal boundary conditions (3). For each fixed value i = 1, . . . , N1 − 1, we solve equation
(6) with boundary conditions (4). In the case η = 0 this alternating direction method is Peaceman-
Rachford method.

For investigation of stability we rewrite the three-layer scheme (5)-(6) in an equivalent form of
a two-layer scheme Yn+1 = SYn, where Yn+1 = (un+1, un+1/2)>, S is a nonsymmetric matrix of
order 2(N1 − 1)(N2 − 1). The stability conditions are derived in a specially defined energy norm
by investigating of the spectrum of S [1]-[2]. The stability of the difference scheme is investigated
using a nonlinear eigenvalue problem.
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A mathematical model for an amperometric biosensors influenced by the presence of interfering
species is based on nonlinear reaction–diffusion equations Various effects regarding amperometric
bias caused by the presence of interfering species, have been analyzed. The model is solved with
different initial and boundary conditions. The numerical simulation is carried out using the finite
difference technique. The dynamics of the biosensor current are investigated. Using the proposed
parameter values of the work [4] for the present model, the influence of the interfering species on
the biosensor response was set.
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Swirl flows occur naturally in diverse transport, mixing, combustion processes in technology and
nature. Consequently, optimizing the process wrt. the boundary conditions, distribution of external
forces, geometry of domain and other parameters influencing the flow is of great interest. Often
such flows are turbulent and require highly accurate methods, such as (pseudo)-spectral methods
[1]. Predicting the flow for a range of values for several parameters in real time poses additional
challenges which can be treated by PGD (proper generalized decomposition) techniques [2], [3].

For a domain Ω ⊂ Rd, consider the problem

ut + u · ∇u− Re−14u = f −∇p,

with ∇ · u = 0, initial condition u|t=0 = u0 and Dirichlet BC u|∂Ω = g.
We focus on an academic example where the flow domain is the unit square. Let a body force of

the form f =
∑
ξif

1
i (x)f2

i (y) be applied on the fluid, with ξi ∈ [ai, bi] : i = 1 . . . n real parameters.
Solving the incompressible Navier-Stokes equations for representative sets of ξi is not realistic as
the number of such sets grows exponentially with n.

A variant of PGD methods seeks the velocity and pressure fields at every time step tn in a
seperated representation, e.g., u(x, y, ξ) =

∑N
i=1Xi(x)Yi(y)Ξ1

i (ξ1) · · · · · Ξni (ξn).

The set of basis functions Xi, Yi, Ξji is enlarged iteratively wrt the index i, effectively exhausting
the exact solution with a greedy algorithm. Integrating the equation wrt all but one of parameters,
we obtain ODE boundary value problems for Xi and Yi and algebraic (quadratic) equations for Ξ.
Depending on the boundary conditions, Fourier or Chebyshev spectral methods can be applied to
discretize the ODEs. In the present work we extend the approach in [3] to parameter dependent
problems.
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The time-fractional Poisson–Nernst–Planck equations (fPNPE) describe transport of charged par-
ticles through membrane possessing complex structure including internal buffers and traps that slow
motion of ions. Numerical methods for solving fPNPE were proposed and studied in [1; 2].

However, different mechanisms of particle slowing can take place in the same membrane, and
transport in such system can be adequately modeled by multi-term fractional time derivative

a1
∂β1

∂tβ1
+ a2

∂β2

∂tβ2
+ . . . [3]. In addition, if membrane considered with accompanying homogeneous

diffusive layers, different order of time derivatives have to be used within membrane and these layers,
and therefore coefficients ai depend on coordinate.

In present work we study initial-boundary problem for equations

n∑
i=1

ai(x)
∂βiCk
∂tβi

= Dk
∂2Ck
∂x2

+DkZk
∂

∂x

(
Ck

∂ϕ

∂x

)
, (1)

∂

∂x

(
ε
∂ϕ

∂x

)
= −

Ns∑
k=1

ZkCk − ρfix, (2)

where Ck is concentration of k−th ion type, ϕ is electric field potential, ai > 0, 0 < βi 6 1, i = 1, n,

∂βf(x, t)

∂tβ
=

1

Γ(1− β)

∫ t

0

(t− ξ)−β ∂
∂t
f(x, ξ)dξ

is Caputo fractional derivative of order β, 0 < β < 1 [4].
We consider numerical methods for solution of equations (1)-(2) and its application.
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This work deals with further development of an original approach to porous media flow simulation
using a kinetically-based model and explicit methods for its numerical implementation [1]. The
governing model is derived by the analogy with the kinetically-consistent finite difference schemes
and the related quasi-gas dynamic system of equations.

At present the model is generalized to the case of three-phase flow (water — non-aqueous phase
liquid — gas), fluids are slightly compressible and immiscible, gravitational and capillary forces
are taken into account. Due to the principle of minimal sizes in problems of continuum mechanics
some minimal reference space and time scales exist and act as lower limits for the description
details. Consequently the traditional continuity equation for a phase gets the regularizing term
and the second order time derivative with small parameters. Thus the model involves the modified
continuity equations, the generalized Darcy low and the state equations different for gas and liquid
phases. The system is completed via relationships by Stone and by Parker for the relative phase
permeability and capillary pressures, respectively. An algorithm of the explicit type is proposed:
the hyperbolic continuity equation is approximated by the three-level explicit scheme with rather a
mild stability condition, the convective term is approximated by central differences. The algorithm
is easily adapted to hybrid supercomputers including graphics accelerators.

The parallel software library for modeling processes in the subsurface [2] is now supplemented
with new computational modules and with the procedure of automatic data partitioning between
processing units (CPUs or GPUs) to provide the optimal load distribution on the basis of a priory
estimation of the run time.

Some test problems (like water infiltration into the impermeable box filled with sand saturated by
water, oil and air) have been predicted. Computations are performed on hybrid system K100 with
the 100 TFLOPS peak performance. The speedup of about 45 is achieved while a GPU is compared
with a CPU core, the computational grid size is 6 million points. Weak scaling of the code has been
investigated: the grid is enlarged correspondingly to the increased number of GPUs up to 36 million
points calculated by six GPUs. Nearly linear growth of the speedup has been observed.

In the nearest future the created approach will be complicated by allowing for heat transmission
in order to simulate thermal methods of oil recovery based on in-situ combustion.
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Standard explicit schemes for parabolic equations are not very convenient for computing practice
due to the fact that they have strong restrictions on a time step. More promising explicit schemes
are associated with explicit-implicit splitting of the problem operator (Saul’yev asymmetric schemes
[1], explicit alternating direction (ADE) schemes [2], group explicit method [3]). These schemes
belong to the class of unconditionally stable schemes, but they demonstrate bad approximation
properties. These explicit schemes are treated as schemes of the alternating triangle method and
can be considered as factorized schemes where the problem operator is splitted into the sum of two
operators that are adjoint to each other.

Here we propose a multilevel modification of the alternating triangle method, which demonstrates
better properties in terms of accuracy. We also consider explicit schemes of the alternating triangle
method for the numerical solution of boundary value problems for hyperbolic equations of second
order. The study is based on the general theory of stability (well-posedness) for operator-difference
schemes.

Acknowledgements

This research was supported by RFBR (project 14-01-00785).

REFERENCES

[1] V.K. Saul’ev. Integration of Equations of Parabolic Type by the Method of Nets. Pergamon Press, New York,
1964.

[2] A.A. Samarskii. The theory of difference schemes. Marcel Dekker, New York, 2001.

[3] D.J. Evans. Alternating group explicit method for the diffusion equation. Applied mathematical modelling, 9
(3):201–206, 1985.

74



Abstracts of MMA2014, May 26 - 29, 2014, Druskininkai, Lithuania

c© VGTU, 2014

ROBUST REGRESSION USING THE EMPIRICAL
LIKELIHOOD METHOD

JANIS VALEINIS

Faculty of Physics and Mathematics, University of Latvia
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Empirical likelihood introduced by Owen [1] is a nonparametric method frequently used for statis-
tical inference. Its advantage over classical methods is the Bartlet correctability and the asymmetry
of the produced confidence intervals.

For different parametric, nonparametric and semiparametric regression problems many statistical
methods have been developed using empirical likelihood (for overview see [2]). Recently Bondell
and Stefanski [3] proposed the two-stage generalized empirical likelihood method. They propose to
estimate the regression variance by some robust estimator and then to use that estimate within the
framework of the generalized empirical likelihood method. According to their simulation study, the
obtained regression estimators are both efficient and robust. We analyze their method for different
simulated and real data problems. Moreover, we analyze the related ANOVA methods obtained
from this procedure and compare with some classical ANOVA methods.
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Search of Pareto points is one of possible ways of multiobjective optimization problems solution.
The way it is applied to the problem in question is based on the following Theorem 1.

Theorem 1. If a vector u∗ ∈ Rn is a Pareto point for the problem

Fi(u)→ min, i ∈ I0, Fi(u) ≤ 0, i ∈ I1, (1)

then for each i0 ∈ I0 the optimal value of target function in the problem

(Fi0u(u∗), w)→ min, (Fiu(u∗), w) ≤ 0, i ∈ I0 ∪ I10(u∗) \ {i0}, −1 ≤ wj ≤ 1, i = 1, · · · , n, (2)

where I10(u) = {i ∈ I1 | Fi(u) = 0} is zero.

For problems (1) based on the model [1] we have representation of u = (u(1), · · · , u(N)), u(k) ∈ Rnk ,
and of the problem itself

Fi(u(1), · · · , u(N))→ min, i ∈ I0, Fi(u(1), · · · , u(N)) ≤ 0, i ∈ I1(0), (3)

Fi(u(k)) ≤ 0, i ∈ I11(k), Fi(u(k), u(k − 1)) ≤ 0, i ∈ I12(k), k = 1, · · · , N. (4)

Problems (4) may be used to determine descent directions in Pareto optimization via feasible direc-
tions methods (FDM). Quasi-dynamic form of (3)–(4) enables (for a definite u) to decompose (2) into
a set of N + 1 problems, dimension thereof being nk, k = 1, · · · , N , and L� n, by representation

∆u(k) = αw(k) + C(k) ·∆u(k − 1) + αB(k) · y(k) (5)

where vector y = (y(1), · · · , y(N)), y ∈ RL, is expressed via linear functions depending on variations
of the L so-called redundant (on u) restrictions caused by w = (w(1), · · · , w(N)). Despite additional
terms in (5) and extra calculations, the decomposition-based FDM diminishes the total amount of
computations on an iteration for about 1/((L/n)3 + 1/N2 + (L/n)/N) times. For typical conditions
(N ∼ 5, (L/n) ∼ 0.1) it may be evaluated by ∼ 15. Treatment of Fu(u(k)), Fu(u(k), u(k − 1))
sparsity serves as another source of computations efficiency.
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A random variable X is said to have a Riccati distribution if its cumulative distribution function
F (x) satisfies a Riccati equation. Assuming the coefficients of the Riccati equation to be constant,
we determine closed-form expressions for the moments of X. We show that for any type of support
of F (x) (i.e. the real line, a semi-infinite interval or a finite interval) the moments can be expressed
in terms of the polylogarithm function.

An interesting feature of our method is that it does not rely on the explicit expression of the
cumulative distribution function F (x) or the density function f(x) (with f(x) the derivative of
F (x)). So there is no need to solve the Riccati equation in order to find the moments of the
associated Riccati distribution. Moreover, our method allows the polylogarithm function to appear
in a natural way through its definition as a repeated integral.
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The equation of simple pendulum given by z′′ = −a sin z, a > 0 in a case of complex-valued
function z(t) = x(t) + i y(t) gives rise to a coupled nonlinear system{

x′′ = −a sinx cosh y,
y′′ = −a cosx sinh y.

(1)

Solutions of the system (1) and their properties are investigated considering existing constants of a
motion and different boundary conditions.
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Determination of physical and mechanical biological tissue (cells) properties is one of the most
important scientific processes whose results affect the drawing up description of a real situation of
human health state. Mechanical properties of biotissue are changed in the vital activity process [1].
Thus various types of biological objects have different mechanical properties which dependent on
cell cycle-phase, cellular-level activity, environmental and a number of physical and chemical factors.
Construction of the correct mechanics-mathematical models for a biocells behaviour description is
significant for medical research and disease diagnosis [2].

Cellular mechanical properties can be described using elasticity, viscosity and creep compliance.
It is important to observe that behaviour of many biological composites is similar because biological
cell is considered as viscoelastic material. This fact is especially significant for carrying out literary
analysis of cell mechanical properties data (that have a sufficiently greater variance). In general
case creep and relaxation processes in real heterogeneous media are nonlinear in both space and
time. Thus the use of fractional order derivatives in state equation of viscoelastic media allows to
take into account as heterogeneous structures of both viscous and elastic elements as non-uniform
mechanical processes in time. Nowadays fractional calculus is successfully used applied in this line
[3] .

Modification of Hertz contact problem is offered to use for the determination of physical and
mechanical biotissue properties. Mechanics-mathematical model was designed on basis of the frac-
tional calculus. In particular, in present research the relaxation function was used in the following
forms:

– Rabotnov fractional exponential kernel [4] µα(−1, t) = tα
inf∑
n=0

(−1)ntn(1+α)
Γ[(n+1)(1+α)] , which is resolvent

of Abel’s creep kernel Iα(t) = tα

Γ(1+α) (−1 < α < 0)

– exponential relaxation kernel R(t) = Be−qt, which is resolvent of creep kernel Γ(t) = Ae−pt(A >
0, p > 0)
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Real-world optimization problems usually involve more than one criteria, what leads to solution
of multi-objective optimization problems. Such a kind of optimization problems are important in
various fields of industry and research.

A multi-objective optimization problem with d objectives f1(x), f2(x), . . . , fd(x) is to minimize
the objective vector f(x) = (f1(x), f2(x), . . . , fd(x)):

min
x∈X

f(x),

where x is the decision vector and X is the search space. In most cases it is impossible to minimize
all objectives at the same time, so there is no single optimal solution to a given multi-objective
optimization problem. Therefore non-dominated “Pareto-optimal” solutions are searched.

Multi-objective optimization is a research area rich with various approaches [1; 2; 3]. Many
methods convert the multi-objective optimization problem into a set of single-objective problems.
The most known methods are the linear scalarization where objectives are aggregated with positive
weights and the ε-constraint method where one objective is minimized while the others are converted
to constraints. Apart from general disadvantages of such approaches, in non-convex multi-objective
optimization even the scalarized single-objective optimization problem is not easily solved – global
optimization must be used.

Branch and bound method can be used to solve global optimization problems. Although it
could be possible to solve non-convex multi-objective optimization problem solving a set of global
optimization problems by branch and bound algorithm, a more advantageous approach is to develop
multi-objective branch and bound algorithms which solve multi-objective optimization problem in
one run. In this lecture we demonstrate this approach and show its advantages. In non-convex
continuous multi-objective optimization such a multi-objective branch and bound algorithm can
find close approximation of the Pareto front with predefined accuracy and in discrete multi-objective
optimization the exact Pareto-optimal set can be found.
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Solving the n-dimensional time-dependent Schrödinger equation in unbounded domains is impor-
tant in many fields. We consider an initial-boundary value problem for this equation in an infinite
(or semi-infinite) parallelepiped (n > 2) and, in particular, in a strip for n = 2. Starting from the
Numerov-Crank-Nicolson finite-difference scheme for n = 2 [1], we firstly construct another higher
order scheme with splitting space averages having much better spectral properties for n > 3. Sec-
ondly, we apply the three stage Strang-type splitting in time with respect to the potential both to
the Numerov-Crank-Nicolson scheme for n = 2 and the latter one for n > 2. The both constructed
schemes have the approximation order O(τ2 + |h|4). To begin with, we consider them on the uni-
form infinite space mesh in the infinite parallelepiped and prove the unconditional uniform in time
L2-stability together with the mass conservation law.

Thirdly, we construct discrete transparent boundary conditions (DTBCs) at artificial boundaries.
The DTBCs allow to restrict rigorously the solution of the scheme on the infinite space mesh
to a finite one. Among other artificial boundary conditions, their advantages are the complete
absence of spurious reflections, reliable computational stability, clear mathematical background and
corresponding rigorous stability theory. The explicit form of the DTBCs is non-local and involves
the discrete convolution in time together with the discrete Fourier transforms in space directions
perpendicular to the leading axis of the parallelepiped. We derive the uniqueness of solution and
the uniform in time L2-stability for both splitting schemes with the DTBCs.

Due to splitting, an effective direct algorithm is developed to implement the schemes for general
potential using FFT in the perpendicular directions. The corresponding numerical results on the
tunnel effect for both smooth and (discontinuous) rectangular barriers are presented for n = 2. They
are accompanied by the practical error analysis using the numerical solutions on refining meshes
in space and time directions. Even in the case of the rectangular barriers, the numerical results
improve previous ones by taking coarser space mesh. The results are presented in detail in [2; 3].
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The objective of this paper is to develop mathematical models and optimal solution procedures
that maximize the total profit for a production-inventory system with stock-level-dependent demand
rate, finite production rate, and two types of variable holding cost. The new model eliminates several
limitations of traditional inventory models, namely the assumptions of constant demand, constant
holding cost, instantaneous order arrival, minimum-cost objective, and zero starting inventory. The
main features of the proposed model are: (1) production rate is a finite and known constant, (2)
demand rate is a function of the current inventory level, (3) holding cost is a function of storage
time, (4) the initial inventory is a decision variable, and (5) the objective is to maximize total profit.
Two models are presented that consider two different structures for the unit holding cost increase
with longer storage duration: retroactive increase, and incremental increase.

Unlike traditional inventory models with constant demand, the proposed system assumes that
the total demand - and hence total sales revenue - is stock-level dependent that is affected by the
inventory decisions made. Therefore, the objective of the model is to maximize profits rather than
minimize costs. Pursuing a profit-maximization objective may lead to higher inventory levels to
increase sales and potentially obtain a greater profit. Consequently, it is more realistic to allow
the system to have a positive inventory at the start and end of the order cycle. For the proposed
production-inventory system, mathematical programming models are formulated, and optimum
solution algorithms are developed.
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The numerical solution algorithm for the propsed nodal difference scheme [1] is elaborated by
application of an ADI based iteration method, which allows use of HPC for the 2D Helmholtz
equation, (x, y) ∈ Ω, with the corresponding boundary conditions in ∂Ω:

Gx∂x (Dx∂xΦ (x, y)) +Gy∂y (Dy∂yΦ (x, y)) + σΦ (x, y) = 0. (1)

The Neumann convergence condition for solutions of the equation (1) shows conditional conver-
gence. The example of an eigenvalue and eigenfunction problem from [2] was used to test the parallel
numerical computation algorithm. It is shown that the elaborated numerical approach has the 2nd
order of precision. As it is shown in Table 1, the ADI computations have good results in respect to
the computation time and absolute error for these sparse matrices.

Table 1.
The calculated absolute error and CPU time (t) in L2 norm

Grid size ADI method, t (s) Absolute error LSCOV (including LU
decomposition), t (s)

128x128 2 2.64 ∗ 10−5 10
256x256 15 5.65 ∗ 10−6 57
512x512 99 1.34 ∗ 10−6 254

1024x1024 667 3.28 ∗ 10−7 —
2048x2048 7350 7.90 ∗ 10−8 —

The computation time of ADI type method was at least 2 times shorter in comparison to the
computation time needed by solving the system of linear equations applying a well-known iteration
method LSCOV . In the case of using LSCOV for grids of size larger than 512x512 the results
could not be computed. Therefore the advantage of the ADI type method is the possibility to
obtain results in the case of very large grids with the desired precision. However, the application of
the method requires some additional research to be applied for larger wave numbers.
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Štikonienė O., 69
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